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Overview

The Database Module uses the Oracle Enterprise Manager to
configure, administer, and monitor provisioned subscriber and
configuration data.

How this guide is organized

This document provides an overview of Database Module architecture,
including data replication and data transfer concepts. The following
principal tasks performed with the Database Module are also
documented.

» Configuring the Oracle Enterprise Manger to perform backups,
observer accounts and email notification. See “Oracle Enterprise
Manager configuration” on page 7 and “Configuration
management” on page 43.

» Administering backup and recovery of data, resolving replication
errors, resynchronizing databases, and managing disk space. See
“Database administration” on page 7 and “Security and
Administration” on page 69.

* Monitoring faults related to backups, events, and replication jobs, as
well as monitoring alert logs and trace files and disk usage and
generating reports. See “Fault management” on page 8 and “Fault
management” on page 17.

Required hardware, software, tools and utilities, and OAM&P strategy
are explained later in this chapter. See “MCP hardware” on page 10.
Other Database Module concepts and tasks explained are

» Upgrades: Maintenance upgrades required between major product
releases. See “Upgrades” on page 13.

» Performance management: Where to observe logs and alarms and
how database failover works. See “Performance management” on
page 67.
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Architecture

As shown in Figure 1, the Database Module consists of Oracle Servers
having a primary database and a replicated secondary database
managed from the Oracle Enterprise Manager (OEM) Console. The
Oracle databases operate in replicated mode and applications and
components normally send and receive data directly to and from the
primary database.

Monitoring logs, alarms, and operational measurements, OEM login,
and maintenance updates are done from the System Management
Console.

Figure 1 Database Module architecture normal operation

Oracle Servers

Oracle
Enterprise
Manager
Console

components System
Management
Console

Note: Nortel Networks recommends that you back up the database
daily whether it is a redundant configuration or not. If there is no
redundancy in the network, there is no replication process, so backup
of the data is even more important.

B e ———— e |
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For information about the communication protocols and interactions
between the Database Module and network components, see Figure 2,
“SQL over JDBC,” on page 11.

Each database includes replicated objects and non-replicated objects.
Tables are the only objects that are replicated. Non-replicated objects
include stored procedures, functions, and views.

Minimal, redundant, and variable server configurations are supported in
enterprise deployments. Redundant and variable configurations have
replicated databases. Minimal configurations have a single database.

Data replication

During normal operation, applications send data to the primary
database, which is then stored in tables. The Oracle Server uses a
process called master-master data replication to constantly transfer
changed data from the primary database to the secondary database.
See “Data transfer” on page 7.

Consequently, in the unlikely event of failure of the primary database,
the secondary database should always contain a copy of the data. See
“Fault management” on page 8.

For applications, the secondary database operates in limited write
mode only, which means that it is read only except for registrations. See
Table 1, “Database operational states,” on page 6 and “Fault
management” on page 17.

ATTENTION
Database Module deployment creates or updates both replicated
objects (database tables) and non-replicated objects (stored
procedures, functions, and views) on both databases.

The Database Module replication environment has the states of
operation identified in Table 1, “Database operational states,” on
page 6. The primary database ordinarily operates in the normal state,

|
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e
while the secondary database operates in a limited write state at all

times.

Table 1 Database operational states

Database states

Description

Normal
(Primary database)

Limited write
(Secondary
database)

Quiesced
(maintenance mode)

Fully writable for applications. Inserts,
updates, or deletions are permitted to the
primary database. The Oracle Server
continuously transfers changed data to the
secondary database.

Read only for applications with the
exception of registrations (inserts, updates,
or deletions).

In the unlikely event of failure of the primary
database, applications failover to the
secondary database. During failover,
applications can read and have limited write
access to the secondary database. The
failover state continues only until the primary
database returns to service.

Note: The secondary database operates in
a limited write state for applications but is
always fully writable for Oracle replication
processes.

No writes are permitted to either database.

When the database is quiesced,
applications can only query the database
and cannot insert, update, or delete
database records.

Replicated databases automatically enter
this state whenever changes are being
made to the replication environment,
including modifying replication objects and
synchronizing the two databases.

e |
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Data transfer
When data transactions occur, updates to the primary database are
gueued for transfer to the secondary database. Similarly, changes
made to the secondary database are queued for transfer to the primary
database. See “Database failover” on page 19.

The data transfer process between the primary and secondary
databases is managed by push and purge jobs, described as follows:

* Pushjobs: When push jobs execute, they reassign all transactions
in the queue to the other master site. Push jobs are scheduled every
30 seconds.

* Purge jobs: When purge jobs execute, they purge or delete all
transactions in the queue that have been transferred to the other
master site. Purge jobs are scheduled every 10 minutes.

Note: The frequency of push and purge jobs is based on optimal
values established during testing.

Oracle Enterprise Manager configuration

Oracle Enterprise Manager (OEM) configuration is done from the OEM
Console. Tasks include OEM Console login, configuring the databases
for backups, configuring the SYSMAN user to receive email
notifications, and configuring OBSERVER accounts. See
“Configuration management” on page 43.

Configuration is performed during installation after the Database
Module has been deployed. See “Application database connection
configuration” on page 57.

Database administration

Database Module administration consists of backup, recovery,
resynchronization, and disk space management. See “Security and
Administration” on page 69.

Database backups
In addition to the redundancy provided by Oracle replication explained
earlier in this chapter, the Database Module supports taking backups
using the OEM Console.

The export backup method is recommended over Recovery Manager
(RMAN) backups.

For details, see “Database backups” on page 71.

|
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Database recovery

Recovery restores a database to its original state after a failure. See
“Database recovery” on page 84.

Manage replication transaction errors

The OEM Console provides tools for resolving replication errors, should
they occur. Replication errors can result from a lack of available space
in a table targeted for an update or other unresolved replication
conflicts.

For additional information, see “Resolving replication errors” on
page 89.

Resynchronization

Replicated databases should always be in synchronization. In the
unlikely event that changes made to one database are not successfully
propagated to the other, the two databases become out of
synchronization and must be manually resynchronized. See
“Resynchronization” on page 92.

Disk space management
A script called optimize_dbspace drops and recreates Database

Module indexes to reduce disk space usage. See “Disk space
management” on page 93.

Fault management

Use the OEM Console to monitor and respond to Database Module
faults in the categories listed in this section. Note the recommended
frequency for each task.

* Replication: Replication jobs ensure that the primary and
secondary databases remain synchronized.

Therefore it is critical that you use the OEM Console to monitor
replication jobs once every 24 hours to ensure the databases
remain synchronized.

See “Monitor replication jobs” on page 27 and “Resolving replication
errors” on page 89.

» Backups: Once backup jobs have been scheduled using the Oracle
Enterprise Manager (OEM) Console, the system backs up the
database at predefined periods and sends a status email to the
operator.

It is recommended that you monitor backup status to ensure the
backup was successful. See “Monitoring backups” on page 20.

e |
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* Events: Database events are processed by the Oracle Enterprise
Manager and alerts are generated when specified error thresholds
are reached. Monitor events as required and respond to alerts as
appropriate. See “Event monitoring” on page 23.

* Alertlogs and trace files: When an Oracle process detects an
internal error, it dumps information about the error into a trace file.

Each Database Module also has an alert file. The alert file is a
chronological log of messages and errors, such as all internal
errors, block corruption errors, and deadlock errors. See “Alert log
and trace file monitoring” on page 35.

» Tablespaces: Nortel Networks recommends that you regularly
monitor tablespaces and ensure that they do not run out of disk
space.

To monitor tablespace sizes and disk space usage or set thresholds
for generating alert logs and trace files, use either the System
Management Console (Oracle Monitor Application) or the OEM
Console.

* Reports: The OEM Console can generate reports about
configuration, status, events, and backup jobs as required. See
“Reports” on page 37.

* Oracle Monitoring Application: See “Tools and utilities” on
page 10.

Failover

Security

Failover occurs when an application identifies a problem with the
primary database. During a failover, applications begin using the
secondary database. Because the two databases are replicated, they
contain consistent data and the query information is automatically
supplied from the secondary database. See “Fault management” on
page 17.

The Database Module uses Oracle database technology to ensure
confidentiality, integrity, and availability of data. The Database Module
is also protected by user authentication and network firewalls
configured in a network architecture.

For additional information, see MCP Basics and “Security” on page 95.

|
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MCP hardware

The Database Module is deployed on a pair of Sun Netra t1400/1405s
servers configured in an Oracle master-master replication mode for

redundancy.
Hardware Details
Primary and Secondary Sun Netra t 1400 or Sun Netra t 1405
Database servers with the following hardware features:
- 4 440 Mhz CPUs
- 4 GB RAM

- 4 36.4-GB hard disks

- 10x Internal DVD-ROM drive

- 20-GB 4mm DDS-4 Internal tape
drive

- 1 Quad Fast Ethernet (QFE) PCI card
- 1400 server is DC powered; 1405
server is AC powered

Note: Minimal configurations use a single database, and thus only
one server is required.

Tools and utilities

The following tools are used to configure and maintain the Database
Module:

* System Management Console: Launches the OEM Console and
Oracle Monitoring Application. Provides log and alarm information.
For details, see MCP System Management Console Basics.

* Oracle Enterprise Manager (OEM) Console: Used by the
database administrator for backup and recovery and database fault
management.

For details, see “Security and Administration” on page 69 and “Fault
management” on page 17.

* Oracle Monitoring Application: Gathers operational status of the
database and sends alarms and operational measurements (OMs)
to the System Management Console. The tool uses Oracle SNMP
agents to gather information about disk and tablespace utilization,
and other information.

For details, see “The Oracle Monitor component” on page 41.

e
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Network interfaces and protocols
User interfaces which access the Database Module are:

e SQL over JDBC: The Database Module communicates with
network components using Structured Query Language (SQL) over
Java Database Connection (JDBC). See Figure 2, “SQL over
JDBC,” on page 11 and Figure 1, “Database Module architecture
normal operation,” on page 4.

As shown in Figure 2, all communication between applications and
the Database is by SQL over JDBC.

Note: The SIP Audio Server connects to the Database Module
during initialization only. There is no interaction between the SIP
Audio Server and Database Module after initialization.

Figure 2 SQL over JDBC

Private Network

Dual-Homed Network

* SNMP: The Oracle Monitoring Application uses a Simple Network
Management Protocol (SNMP) agent running on the Database
Module to gather database state information.

Note: The OracleMonitor is a software application
designed/implemented by Nortel Networks and deployed from

|
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the System Management Console. The OracleMonitor extracts
(using SNMP gets and SQL queries) information concerning the
health of the database. This information is then transformed into
alarms/logs/OMs, allowing the data to be viewed from the System
Management Console Alarm/Log/OM browsers.

OAM&P strategy

Offline data migration between releases and maintenance updates are
supported. See “Upgrades” on page 13.

Database backup, recovery, and resynchronization are also supported.
See “Security and Administration” on page 69.

Legal note

All basic operations of the Oracle programs which are embedded in this
Nortel Networks application, including but not limited to database
management operations, must be managed from within this
application.

e
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Upgrades

Strategy

The following deployment tasks related to the Database Module are
performed by your next level of support:

* Adds and configures the server(s) hosting the Database Module
* Installs Oracle
» Deploys the Database Module software onto the server(s)

Offline migration

Off-line migration of data between releases enables upgrading the
Database Module from one release to the next without loss of data.

Once the Database Module is upgraded to a new release, it can be
updated or reverted to previous maintenance releases.

Prior to an upgrade, the system automatically creates a backup of the
existing database, assigning a backup name that contains the release
name. That backup is then available if necessary to restore the
database to an earlier release.

Task flows

Refer to Table 2, “Upgrade task flows” for a list of upgrade procedures
contained in this section.

Table 2 Upgrade task flows

“Database Module Deployment “Updating a Database
updates” Module” on page 14
Reverting “Reverting to a previous
version of the database”
on page 15

T — ]
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Tools and utilities

Database Module maintenance updates are deployed from the System
Management Console. For details, see MCP System Management
Console Basics.

Database Module updates

Database Module maintenance updates include database schema
files, stored procedures, and backup and recovery scripts. Full
upgrades are done by your next level of support.

Maintenance updates can be done as explained in the following
procedure.

Updating a Database Module

From the System Management Console

1 In the System tree, right-click the database version to be
updated as shown.

File Configuration Operations Tools Administration  Help

N @EELER O

@ System “imssipdh
=@ Sites _
=@ MomiSite e
=@ Servers Type:
=@ MomtSyr 03
: Elﬂ' Components Load:
@ Acct

. @ [
@ o Ypdate

®-@ 5 Database Administration
- @ Appieb FTOVESIT I

2 From the flyout menu, click Update.

The Load List dialog box opens with list of available
maintenance releases.

3 Select the required database version and click OK to install it.

The deployment tool copies the appropriate database scripts
onto the database server.

e
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Reverting to a previous version of the database
If you want to revert to a previous version of the database, you must
redeploy a previous version of the database over the current database.

In such a scenario, the user is first prompted to confirm that they want
to revert to a previous version of the database. The user is then warned
that doing so removes data gathered since the previous update. An

older version of the database is then restored. See “Database backups”

on page 71.

CAUTION

When the database is replaced by a backup, any
newly provisioned subscriber or configuration data is
lost. The restored data will be exactly as it was before
the newer release was deployed.

Contact your next level of support for assistance prior
to reverting the database to a previous version.

Undeploying a database
A database should never be undeployed. As explained in the previous
section, if you need to revert to a previous version of the database, you
must redeploy a previous version.

Copyright © 2003, Nortel Networks MCP Database Module Basics
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Fault management

Strategy

Database Module fault management consists of monitoring and
responding to logs and alarms from the Oracle Enterprise Manager
(OEM) Console and the System Management Console. See MCP
System Management Console Basics.

The Database Module is built on an Oracle database and provides high
availability using Oracle Replication to a secondary database on a
separate server. As updates are applied to the primary database, they
are transferred to the secondary (replicated) database.

To provide additional redundancy, databases should be backed up on
a regular basis. For backup and recovery procedures, see “Security
and Administration” on page 69.

CAUTION

Nortel Networks recommends that the primary and
secondary databases and external backup media be
maintained in separate geographic locations to
prevent data loss in case of natural disaster, security
breech, or other unforeseen event.

T ss——— ]
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Task flows

Table 3 outlines Database Module performance management tasks.

Table 3 Performance management task flows

Topic

Subtopic

Procedure

Database
monitoring

Backups

Events

Replication

Alert logs and trace
files

Disk usage

Alarm monitoring

Reports

Oracle Monitoring
Application

“Monitoring backups”
on page 20

“Monitoring events”
on page 24

“Monitoring
replication” on
page 28

“Monitoring
registration
deletions” on
page 31

“Monitoring alert logs
and trace files” on
page 35

“Monitoring disk
usage” on page 36

“Monitoring alarms”
on page 34

“Generating reports”
on page 37

“Querying or
modifying Oracle
Monitor configuration
properties” on

page 59

NN10031-111 Standard MCP 1.1 FP1 (02.02) April 2003
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Tools and utilities

Use the following tools to perform Database Module fault monitoring
tasks:

» Oracle Enterprise Manager (OEM) Console: Used by the database
administrator for backup and recovery and database fault
management.

For details, see “Security and Administration” on page 69.

» System Management Console: Launches the OEM Console and
Oracle Monitoring Application. Provides log and alarm information.
For details, see MCP System Management Console Basics.

» Oracle Monitoring Application: Gathers operational status of the
database and sends alarms and operational measurements (OMs)
to the System Management Console. The tool uses Oracle SNMP
agents to gather information about disk and tablespace utilization,
and other information.

For details, see “The Oracle Monitor component” on page 41.

Database failover

In the unlikely event of a failure of the primary database, application
gueries are redirected to, that is, “failover” to the secondary database.

During a failover only registration data can be written to the secondary
database and application components periodically attempt to access
the primary database. Once the primary database returns to service, all
data processing reverts to the primary database.

All applications access and update data via request/response
transactions. If the primary database does not respond to a request, the
initiator of the request does the following:

» Raises an alarm indicating a problem with the database
» Switches over to the secondary database and reinitiates the request

ATTENTION
A minor alarm is raised when applications are connected to the
primary database and the connection to the secondary database
fails.

For information about database backup and recovery,
resynchronization, replication, and optimization, see “Security and
Administration” on page 69.

|
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Database monitoring from the Oracle Enterprise Manager Console

To launch the OEM Console, see “Logging in to the OEM Console” on
page 45.

Monitoring backups
When a database backup starts, an email is sent to the administrator.
Another email is sent when the job completes. The status of completion
of the job is included in that email.

In addition to emalil notification, the administrator can view the output
log of the backup job, as explained in “Monitoring events” on page 24.

Also use this procedure to debug failed database backup jobs.

For login instructions, see “OEM Console login” on page 45.

From the OEM Console
1 From the Network tree, select Jobs.

:,-:.:f-.'.;'_l]ral:le Enterprise Manager Console Administrator:5¥sMAN Management Server:test2_dbm =]
File Mawigator Object Ewent Job Tools Configuration Help ORACLE

EnterpriseManager
A Metwork Attive

Mame Target Type | Owner

friday_hackup Mode SYSMAN
monday_hackup Mode SYSMAN
saturday_backup Mode SYSMAN
sunday_backup Mode SYSMAN
thursday_backup Mode SYSMAN
8 | tuesday_backup Mode SYSMAN
wednesday_backup | Mode SYSMAN

9
‘5
i
?

[ Show targets

The Jobs > Active pane displays the list of active backup jobs
that have been scheduled.

2 Select the History tab.
The Jobs > History pane shows the list of completed jobs.

e ]
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3 In the History pane, double-click the appropriate job to display
its properties.

The Edit Job > Progress window opens, showing when the job
started and completed.
&4 Edit Job: tuesday_backup

Frogress

Target: [<AII> v] Execution: [:A|I>

Status | Target | DatelTime
Scheduled ZpvesOng 21-Jan-2003 02:00:00 AM
Completed ZpvesOng 14-Jan-2003 02:00:33 AM

Started ZpvesOng 14-Jan-2003 02:00:00 AM Show Output

Scheduled Invesing 14-Jan-2003 02:00:00 A

Suhmitted Zpvesing Save List :|
Botification Details

Lpdate Progress

e to Library ®Submit and Save to Likrary

B I — e |
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4 To see the output of the job, select the a Completed or Failed
job and click Show Output.

The Job Output window opens, displaying the job status, target
node, and the date and time the job executed.

.=.r.« Job Dutput

Verifving disk for backup of IM3DEL datebase

Verification complete

Backup of IMSDEl datahase to DISK started

Becovery Manager: Release 9.0.1.2.0 - 64bit Production

(@] Copyright 2001 Oracle Corporation. All rights reserwved.

conriected to target datebass: IMIDBEL (DBID=2703%13530)
connected to recovery catalog databage

BMAN: 2> 3> &= 5% 6>

Srarting backup at 22-MAV-02

current log archived

B8llocated channel: 0RL DISE 1

channel 0ORA DISE 1@ 3id=25 dewtype=DI3ZK

ATl TaTOTT o

e —— e
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Event monitoring
When a registered event exceeds a specified threshold, an alert
displays on the OEM Console and an email is sent to the administrator.
Alerts have progressively higher severity levels as shown in the
following table.

Alert State | Icon description Alert description

Critical Red flag A red flag would indicate a
critical alert.

Warning Yellow flag Awarning threshold has been
reached.

Error State | Yellow hexagon with | An error state indicates there
an exclamation point | is a problem with the
evaluation of the event
condition, as opposed to a
threshold being met.

Event Green flag The event has been cleared.

Cleared Example, when the database
goes down and comes back
up.

Unknown Gray Flag A gray flag represents an

“unknown” state where it is
not possible for the Oracle
Enterprise Manager to
ascertain the event status
because the node is
unreachable or the Intelligent
Agent is not available.

|
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Monitoring events
Monitor and respond to events as required to ensure smooth database
operation. See “Event monitoring” on page 23.

For login instructions, see “OEM Console login” on page 45.

From the OEM Console
1 From the Network tree, select Events.

The Network Events > Alerts pane opens, listing all current
alerts.

racle Enterprise Manager Console Administrator:SYSMAN Management Server:test2_dbm

File Mavigator Ohject Event Job Tools Configuration Help ORACLE

Enterpriseianager

Alerts

Severity |Name |Target TargetType |DateTime |Assigned To

=) Repart Definitions
CH O Databases

£ backupdh test2_dbm .-
imsdb1 test?_dbm- 4

2 Click the Registered tab to list all registered alerts.
3 Click the History tab to list all cleared alerts.

— P ]
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Table 4 lists database event types and descriptions.

Table 4 Database events

Events Type Description

Alert Fault New errors were
shown in alert.log
file.

Archiver Hung Fault The archive process
is hung.

Broken Jobs Fault Broken jobs exist.

Database UpDown Fault The database was
shutdown.

Data Block Fault A corrupted block

Corruption was detected.

Deferred Fault The number of

Transactions deferredtransactions
is too high (only in
replicated systems).

Error Transactions Fault The number of error
transactions is too
high (only in
replicated systems).

Failed Jobs Fault A job has failed to
execute.

Datafile Limit Resource The maximum
datafile limit is being
approached.

Process Limit Resource Maximum process
limit has been
reached.

Session Limit Resource The maximum
session limit is being
approached.

Alert File Large Space The alert file is too

large.

Copyright © 2003, Nortel Networks
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Table 4 Database events

Events Type Description

Archive full Space The archive device is
full.

Dump Full Space The dump
destination is full.

Index Rebuild Space Some indexes may
benefit from being
rebuilt.

Maximum Extents Space The segments
maximum limit is
being approached.

Tablespace Full Space A tablespace is full.

NN10031-111 Standard MCP 1.1 FP1 (02.02) April 2003
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I
Monitor replication jobs

The DBMS Jobs tab lists all the active jobs in the system. In the DBMS
Jobs screen shown in Figure 3, three normal jobs are listed.

If a job fails to execute, details of the failure display in the # Failures
column. Each replication job retries 16 times before it is marked broken.

If a replication job is broken, then the operator must correct and
reschedule the job. See “Monitor replication jobs” on page 27.

Figure 3 OEM Replication Administration DBMS jobs window

~ Topology | Emars | Transactions | Schedule | Configuration | DEMS.Jobs

Following is the list of jobs submitted by using the DBMS package.

' JobID | Status #Failures  Defirition | Mext Date Interval |User

& 1 ‘Normal 0 declare rc hinar.. Dd-Nov-2002 070855 PM sysdate+30/86400 REPADMIN
%.-, 2 Mormal 0 declare rc binar... 04-Mow-2002 02:12:46 PM sysdate+10M1440  REPADMIMN
& 3 Mornal 0 dbms repeatd.. 04-Nmw2002 021235 PM SYSDATE + (1/144) REPADMIN

| Mew.. || Delete || Edit. || Run | |Refresh

CAUTION

After a restart, there is a higher probability that
replication jobs may be broken. Therefore, be sure to
monitor jobs closely after any restart.

T ss——— ]
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Monitoring replication
Oracle replication should be monitored regularly for conflict alerts. For
details about replication, see “Data replication” on page 5.

For login instructions, see “OEM Console login” on page 45.

From the OEM Console

1 Login as sysman.

2 From the Network tree, select the database you want to monitor
and expand the tree.

3 Select Distributed > Advanced Replication > Administration.

The OEM Console Administration > Topology pane opens,
displaying the two databases set up in replication mode.

#i: Oracle Enterprise Manager Console, Administrator:SYSMAN, Management Server:zpwvesing.us.nortel.com
ator Object Event Job Too Configuration Help %t)eﬁrﬁj\%nlzgeer
CHEE Metwark
Hi# Events
ity Jobs
HE) Repaort Definitions
FH ) Datahases E%E%

a hackupdh zpwesing
imEdb1 zpvesing
imsdh1 zpvesing - repadmin ¥

Topalagy

A

] Warehouse
=Workspace
o) Groups

E HTTF Servers IMSDB1.5ECONDARY
Listeners

W Automatically refresh when this page is visible  Refresh ) Statistics ) Legend )

The black arrow between the two database icons indicates that
everything is normal. When replication is broken, the arrow turns
red.

7
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4 Click Legend to display a listing of the database state topology
icons and what they mean.

The Legend window opens.

Master site e

Master site with errors

mMaterialized view site

mMaterialized wiew site with errors

Site that is functioning as hoth & master site and a materialized view site {3 dual site)

Dual site with errors

% mMaterialized wiews and materialized view groups registered at the selected master site
o —= ‘Working database link between two master sites
L SEEEEEES W= Broken database link between two master sites

—— ¥ [atabase link between a materialized view site and a master site

————————————— Cne or more database links from materialized view sites to the selected master site

% mMumber of administration regquests
% Mumber of deferred transactions to be applied atthe site towhich the arrow is pointing
% FMumber of error transactions at the site towhich the arrow is pointing -

U ———— |
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5 If a replication job is broken, then the operator must correct and
reschedule the job as follows:

a To correct and reschedule a replication job, select the DBMS
Jobs tab.

b Select the required job and click Edit.
The Edit Job window opens.

#2¢ Edit Job

Job Mumber: |1

Status; INnrmaI v]

# Failures:; !III

User, |REPADMIN

— Bcheduling
Mext Date: |19-an—2ﬂl]2 11:13:02 Ahd Set..
Interval; Isysdateﬂnraﬁmﬂ Set..

Last Date: I‘IQ-NW-EEIEIE 11:12:31 A

Jaob Definition:

declare re hinary_integer; hegin re = sys.dbms_defer_sys. push |
(destination=="IM30B81 .PRIMARY", parallelism==4); end;

5] Cancel] Help )'l

¢ Inthe Edit Job window, change the job status to Normal.
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d Beside the Next Date field, click Set.
The Set Date window opens.

i Set Date

~— Date Options

O o ® Calendar Date O Lser Expression

~— Calendar Date

|Tuesday, Movermber 19, 2002 11:13:02 o'clock AM CST [

[AT¥

I
=

Diate Expression:
iTueadaﬁ;, Movermber 19, 2002 11:13:02 o'clock AM CST

(14 J] Cancel) Helpj

e Selecta Now and click OK.
The job is now rescheduled to run every 30 seconds.

Monitoring registration deletions

Apart from replication jobs, one other job runs periodically to delete
expired registrations from the database. This job runs daily and the
default setting is every night at 3:00 AM.

The following procedure shows how to monitor the registration deletion

job.

On the OEM console

1 Login to the primary database as imsdba.

2 Expand the tree to view Distributed > Advanced Replication

> Administration.
3 Select the DBMS Jobs tab.
The nightly registration deletion job displays here.

|
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4 If the job is broken for any reason, you can correct it as follows:
a Select the job and click Edit.
The Edit Job window opens.

&% Edit Job x|

Job Mumbet: |1

Status: |N|:|rmal v|
# Failures: |EI
User IMSOBA
Scheduling
Mext Date: |12-Jan-2EIEIE 03:00:00 Ah M
Interyal: |THUNC(STBDATE]|+1+3124 M

Last Date: |11-Jan-2IIIIIIH 03:00:07 Ak

Job Definition:
ClearExpirREegllser;

0] | Cancel| Help).l

b Inthe Edit Job window, change the job status to Normal.

e ]
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c Beside the Next Date field, click Set.
The Set Date window opens.

&l Set Date

~— Date Options

O o ® Calendar Date O Lser Expression

~— Calendar Date

|Tuesda~,r, MNovernber 18 2002 11:12:02 o'tlock AM GST |§]

Diate Expression:

lTueadaﬁ;, Movermber 19, 2002 11:13:02 o'clock AM CST

QK j Cancel) Helpj

d Select Now and click OK.
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Alarm monitoring
Database alarms display from the System Management Console.

For details about using the Alarm Browser, see MCP System
Management Console Basics.

Monitoring alarms

Alarms provide information about Critical, Major, or Minor events
affecting the Database Module and other applications. Alarms are used
to troubleshoot problems.

From the System Management Console

1 Expand the System tree and select the Components folder.
2 On the Tools menu, select Alarm Browser.

The Alarm Browser window displays any current alarm logs.
3 In the Alarm Browser, double-click the alarm entry to display

Alarm Details.

nnlarm Browser: System.Sites.MgmtSite.Servers.Mgmtsyr.Services.oraclemonitor - 47.104.14.151

File Display

TimeStamp Severity Originator Alarmiame ProhahleCause Famihiame
in : 0in nresho i hi 1

Alarmdumber CLR
943

Ir

otal Alarms: 4 (0 Critical, 1 Major, 2 Minor, 0 Cleared ) Format : Mull

T, marm Detals:

. Stop Auto Refresh | Refresh lear Details T Remove Cleared Alarms

D ——— e
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Alert log and trace file monitoring
When a new error message appears in the alert_imsdb1.log file, an
event is displayed on the OEM Console, as explained in “Monitoring
events” on page 24.

Operators can also observe details in alert logs and trace files as
explained in the following procedure. See “Fault management” on
page 8.

Alert logs and trace files are located in the bdump directory as follows:
* $ORACLE_BASE/admin/imsdbl/bdump

ATTENTION
Nortel Networks recommends that you monitor database alert
logs and trace files periodically to ensure there are no errors
occurring in the Database Module.

Monitoring alert logs and trace files

In a telnet window

1 Login as oracle to the primary or secondary database where the
error message has been reported.

2 Navigate to the directory containing the database as follows:
cd SORACLE_BASE/admin/imsdb1

If there are errors, the trace files corresponding to these errors
are stored in the bdump or udump directories. Alert logs are
stored in the bdump directory.

3 Open the file in the appropriate directory (for example,
alert_imsdb1.log) and look for any errors at the end of the file.

|
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Monitoring disk usage
Regularly monitor tablespaces to ensure that they do not run out of disk
space. When archive logs are turned on, regular backups are
necessary to ensure that the logs are removed and disk space is
optimized.

For login instructions, see “OEM Console login” on page 45.

At the Oracle Enterprise Manager

1 Login to the OEM Console as oracle.

2 Select the Storage node and expand it.
A list of tablespaces and data files present in the system
displays.

3 Select each tablespace to determine its size, where it is stored,

and how much space is available.

Note: In the unlikely event that a tablespace should become full,
contact your next level of support for assistance.

e
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Reports

You can generate reports about configuration, current status, events,
and backup jobs from the OEM Console as required. See
“Recommended reports” on page 39.

Generating reports

For login instructions, see “OEM Console login” on page 45.
From the OEM Console

1 Select the Report Definitions menu.

The Report Definitions window opens, displaying all available
reports.

=] E3

ORACLE
EnterpriseManager

Chner |Categnrg.f |Sut:| Categaony | .
REPORTE_USER General Current Status E

racle Enterprise Manager Console Administrator:SYSMAM Management Server:testZ _dbm

>onfiguration Help

|Report Title
12 Disk space us...

+

Instance
A5 Instance
OLAP

Scherma objec...
Scherma ohjec...

; Replication
4 9 schema
4 T security

il T3 Database Obj...

N T storage
Storage

Databasze Top ...
Administrator ...
Intelligent Ane. .
Active Collecti...
J outstanding Al...

.'

REPORTE_USER General
REFORTS_USER General
REFPORTS_USER General
REPORTS_USER General
REPORTES_USER General
REFORTS_USER General
REFPORTS_USER General
REFORTS_USER General
REPORTE_USER General
REPORTES_USER General
REFPORTS_USER General
REPORTS_USER General
REPORTE_USER Setup

REPORTE_USER Setup

REFORTS_LISER Setup

Canfiguration
Current Status
Configuration
Caonfiguration
Caonfiguration
Canfiguration
Configuration
Configuration
Current Status E
Canfiguration
Current Status B
Current Status E
Administrators B
Anents
Collections

REPORTE_USER JohiEvent Events

Copyright © 2003, Nortel Networks

MCP Database Module Basics




38 Fault management Nortel Networks Confidential

2 Double-click the name of the report you want to view to open it.
The Edit Report > General tab opens.

&% Edit Report - EM_DB_DiskspaceForTables

General

Definition Marme: |EM_DEI_DiskspaceForTables Owner: |REPORTS_USER
Feport Title: "Z)isk space used by tahles

Report Description: [Shows disk space used by tables

Category. | General
v Publish to Enterprise Manager reporing website

Subcategory: |Current Status

Repor Type: [Database v]

® Create individual reports for all targets of selected type

" Create a single report for the targets selected helow

Selected Targets: Available Targets .

< B backupdh test?_dam
Al B imzdhl test2_dbm
>

Fermove

3 Select Create a Single Report for the Targets Selected
Below.

4 Select the appropriate database from the Available Targets list
and click Add to add it to the Selected Target list.
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5 Click View Report.
The chosen report is displayed in the default web browser.

Eﬂzpllnalmn - Melzcaps
Fiz Edt Yiew Ba Communicalor Help

7|

| > 2 r .
i ¥ 3 3 2 £ & & @
gl Bsch bawod Releed  Hems  Seach  Gude  Prinl  Sesaily Sl
0 Brakmeks i Losalion [fle 7 EUPogram FilesHl etacone Commurialer Pogramd ayaman/ieport/EW_OB_FE PLICAT IDHfrdes el

ORACLE
Iin‘rvrprisu .'"\-'lﬂnﬂgvr

L

==y

July 11, 2002 8:31:12 AM CDT

Replication

Target:

imsdbl.dev_pooll24

Table of Contents

Crwermiew

SurnUTETY
Summnary of Deferred Transacnons and Brrors

Administrative Reguest Jobs

Purge Job

Cnene Statistics

Push Jobs

FPush Statistics

Eefresh Tobs =l
il \Documert Deae ERr ) S

Recommended reports
It is recommended that the operator generate the following reports

regularly.

Table 5 Performance management task flows

Report Title Category Description

Replication Configuration Shows detailed
configuration and

statistics of a
replicated system

Storage — Configuration Displays status and

Configuration size of all storage
objects

Database Object Current Status Shows space usage

Space Usage reports for database
objects

U ———— |
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Table 5 Performance management task flows

Report Title

Category

Description

Disk space used by
tables

Instance

Outstanding Alerts
Sorted by Target

Failed Jobs from
Last 7 Days

Average Execution
Time per Job

Registered Events
Sorted by Target

Current Status

Current Status

Events

Jobs

Jobs

Event

Shows disk space
used by tables

Displays instance
statistics and
process state

Displays details,
sorted by target
name, on all
outstanding alerts
with status of critical,
warning, unknown or
error

Lists all jobs that
failed in the last 7
days

Shows information
on execution times
for jobs completed
against a target

Providesinformation,
sorted by target, for
all registered events
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The Oracle Monitor component
On the System Management Console, the Oracle Monitor component
provides reporting information about the following areas:

* the IMS main database (see “IMS Main and Backup Database
tabs” on page 60)

» the IMS backup database (see “IMS Main and Backup Database
tabs” on page 60). By default, the Oracle Monitor for this database
is deactivated. The Oracle Monitor for the IMS backup database
should only be activated if scheduling RMAN backups.

» the Oracle Server (see “Oracle Server tab” on page 62)
* Oracle Listeners (see “Oracle Listener tab” on page 63)

Depending on the information collected, a log, alarm or OM can be
generated.

ATTENTION
The Oracle Monitor component does not monitor the Database
Module in real time. For details about viewing and responding to
alarms in real time, see “Alarm monitoring” on page 34.

Information regarding the Oracle Monitor component appears in the
Oracle Monitor General Information Area (GIA) pane when the root
level of the Oracle Monitor component is selected within the System
Management Console. See Figure 4, “Oracle Monitor: General
Information Area (GIA) pane”.

Note: The name of the Oracle Monitor component is customer
configurable and may appear differently in your configuration.

|
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Figure 4 Oracle Monitor: General Information Area (GIA) pane

~PriCra Details

~General States

Component Type: Cracle Monitor (Small) e .

0% Type: Al Administrative: LIMLOCKED

Vers_lnn:. ims_1.1_huild268 Operational: ENABLED

Services: 12

DB Info rAlarm

Database Mode: Replicated | | critical:

mumhber of Replication Conflicts: 1] Major

Replication Quede Size: 1] il

Mumber of Broken Johs: 0| |Minar:

States | Mlarms |

Sernvice Administrative Cperational

IMS hackup databasze UMLOCKED EMNABLED

Database Base UMLOCKED EMABLED
DetailedLogCollectar LIMLOCKED EMABLED

IMS main databasze UMLOCKED EMABLED

Oracle Listeners UMLOCKED EMABLED

Qracle Semver LIMLOCKED EMABLED
OsslSCFacade UMLOCKED EMABLED
Osshgmittgent UMLOCKED EMABLED
DssTCEFME UMLOCKED ENABLED

Trap Dispatcher LINMLOCKED EMABLED

TssAgent UMLOCKED EMABLED
TesLoghanager UMLOCKED EMABLED

The Alarms tab shown in Figure 5, “Oracle Monitor: GIA Alarms tab
pane” lists the number of Critical, Major, and Minor alarms.

Figure 5 Oracle Monitor: GIA Alarms tab pane

States  Alarms |
Setvice Critical Major Minar

IMS backup database |0 0 0
Database Base 1] 0 0
DetailedLogCollector |0 0 0
IMS rmain databhase 1] 0 0
Oracle Listeners 1] 1] 1]
Oracle Server 1] 1] 1]
QssLSCFacade 1] 0 0
Dsshgmtagent 1] 0 0
OssTCFME 1] 1] 1]
Trap Dispatcher 1] 0 0
TssAnent 1] 0 0
TssLoghlanager 1] 1] 1]
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Configuration management

Strategy
Nortel Networks performs initial configuration of the Oracle Replication
Server and Oracle Enterprise Manager during installation. The sys-
man and oracle accounts are also part of initial installation.
This chapter documents configuration tasks that can be performed after
initial installation.

Tasks

Table 6 lists Database Module configuration tasks.

Table 6 Configuration management tasks

Login Oracle Enterprise “Logging in to the
Manager Console OEM Console” on
page 45
Configuration Email notifications “Configuring the

sysman user in OEM
to receive email
notifications” on
page 49

Read-only user “Configuring a
database observer
account from the
OEM Console” on

page 56
System “Application
Management database connection
Console configuration” on
page 57

T — ]
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Tools and utilities
Use the following tools for Database Module configuration:
» System Management Console: Launches the OEM Console and

Oracle Monitoring Application. Provides log and alarm information.
For details, see MCP System Management Console Basics.

» Oracle Enterprise Manager (OEM) Console: Used by the database
administrator for backup and recovery and database fault
management.

For details, see “Security and Administration” on page 69 and “Fault
management” on page 17.

e
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OEM Console login

This section explains how to login to the OEM Console from the System
Management Console.

ATTENTION
Only database administrators and system administrators have
access to the Database Administration option in the System
Management Console window.

Logging in to the OEM Console
Login to the OEM Console from the System Management Console or
from a web browser on a server within the network.

From the System Management Console

1 Navigate to the Database Module as shown in the following
figure:

File Configuration OQperations Tools  Administration  Help

ANz@BEAYER O

@ System “imssipdh Details
= i {3 General
mMomtSite
E--@ Cerers Type: Database Module
=@ MymtSwr 05 all
=@ Components | ||| | Load: 1.1_build177
- @ Acct
= Birmssindb
+-@ aorarnon
=@ Syshgr
- @ AppyebProvESM
- @ PRI
- @ RTF Portal
=@ ConfSry
2 Right-click the imssipdb database folder and select Database

Administration.
The Confirm IP Address dialog box opens.

U ———— |
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3 Enter the imssipdb database IP address provided during
installation.

The Launch the Oracle Enterprise Manager Console web
page opens.

a Bookmark the OEM Console URL for future use from any
system within the network.

ORACLE _
Enterprise Managee—

Launch the Oracle Enterprise Manager Console Information
The Enterprise Manager Console allows you to centrally manage and administer Documentation
your enviranment. To launch the Console, enter the machine name on which your Release Motes
Oracle Managernent Server runs and then click the button labeled "Launch Quick Tours
Console".

Oracle Managernent Server:

<rnaching narme> (" Launch Console ) Useful Links

Oracle Home Page
Enterprise Manager Home Page

Support Home Page

Access Oracle Enterprise Manager Reports T el R

Accessibility Setup
Enterprise Manager reports allow users to quickly view and analyze infarmation
about their managed systems. To view reports that have been published to the
web, enter the machine name on which your Enterprise Manager reporting web
server runs and the port on which it listens and then click the button labeled
"Access Reports”.

Reporting Web Server. Port:

| L'- Access Reports )

Copyright® 2000, Oracle Corporation. &l Rights Reserved.

4] | »

B e ———— e |
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4 In the Oracle Management Server box shown in step 3, enter
the node name of the server containing the primary database
and click Launch Console.

The Oracle Enterprise Manager Console login window opens.

Figure 6 Oracle Enterprise Manager Console login window
Enf’,al]racle Enterprise Manager Console

DraciLe Enterrrise MANAGER

- Administratar; |

Passwiord: |

mManagement Semnver:; ltestz__dhm ]

i Ok Canceljl Help
W

Bmmmﬁmmﬁmw Copyright @ Oracle Corporation 1993-2001. All rights reserved.
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5 Enter the sysman user name and password provided during
installation and click OK.The Oracle Enterprise Manager
Console opens as shown in Figure 7.

Figure 7 Oracle Enterprise Manager Console

e OF alie Enterprise Manager Console Adrinistrat orSYsMAN Management Servertest .'-"__lih!l.l -mE

file Mavigaior Object Event Job Tools Configuration Help QEA{:LE

terprsahianager

ok
[®) Report Definitions

Databases Oracle Enterprise Manager is

a managernent framewiork which you can
use o
Administer the complete Oracle
ervironment, including databases, iAS
servers, applications, and services
Diagnose, modify, and tune multiple
databases
Schedule tasks on multiple systems at
varying bme intervals
Monitor datzbase conditions throughout
the network
Administer multiple neteork nodes and
semvices from marry [oCcations
Share tasks wath other adrministrators
Group related services together to
facilitate adranistration tasks.

e el

Gick Tour |

3
?
=

s — ]
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Configuration tasks
This section includes the following procedures:

» “Configuring the sysman user in OEM to receive email notifications”
on page 49

» “Configuring a database observer account from the OEM Console”
on page 56

Configuring the sysman user in OEM to receive email notifications
Use the following procedure to configure the sysman user in OEM to
receive email notifications about backup results.

Administrative rights are configured and user names, passwords,
server names and IP addresses are provided during installation.
From the System Management Console

1 Launch the Oracle Enterprise Manager web page.

The Oracle Enterprise Manager Console login window opens.
See Figure 6, “Oracle Enterprise Manager Console login
window,” on page 47.

2 Login as sysman.

The Oracle Enterprise Manager Console opens. See
Figure 7, “Oracle Enterprise Manager Console,” on page 48.

|
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3 From the OEM Configuration menu, select Configure Paging
and Email.

The Configure Paging/Email dialog box opens.

onfigure Paging/Email

«~— Email Configuration

Ema lguration

FPaging Canfiguratian To enahle e-mail notifications an SMTP gateway must he specified

SMTP Mail Gateway
Idu:u:umpany_gateway_nndelcnm:

Sender's SMTF Mail Address

Idjnhn.dne@cnmpanyname.cnmb

E] Cancel | Help |

4 Type in the SMTP Mail Gateway and Sender’s SMTP Mail
Address (provided during installation) and click OK.

5 From the Configuration menu, select Manage
Administrators.

e
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The Manage Administrator Accounts window opens as shown
in Figure 8.

Figure 8 Manage Administrator Accounts window

#h Manage Administrator Accounts

Administrator accounts:

| REFORTS_USER Add..
§° [ Srsman

Edit...
[Celete

I o, I

Help)‘I Grantﬁccesstnl’argets...j Close )

6 Select SYSMAN and click Edit.
The Edit Administrator Preferences > General window opens.

#% Edit Administrator preferences : SYSMAN

General

Lsernarne: [SYSMAN

Password: |mx—m—n—rrm Confirm Password: |1-.1-.11-.1-.-.1-.-m11

— ACCRSE:

[# Super Administrator account

[# fccess to joh systern [# fcocess to event system

Description:

T ss——— ]
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7 Select the Notification tab and click Email.
8

Type in the Receiver's Email and Subject Prefix, then click
Test.

#te Edit Administrator preferences : SYSMAN

Botification

~— Email Preferences

Receiver's Email: |ﬁjDhn.dne@cnmpanyname.mm:
Suhject Prefix

|€N|:u:|e Backup Results=
Subyect Predfix iz oolioral

[ Limit message lenath:

Current Definition:

J8uhject

. Type(BEvent or Job==type= Mame==name= Status==status=
||Baody

|| Mame==nameg=

| Target Mame==target_name=
Target Type==target_type=
Mode Mame==node_name=
Status==status=

Test

Mame==hame=

This step sends a test email to the receiver.
9 Do either of the following:

If the emalil arrives at the specified address, proceed to the next
step.

If the email is not sent and an error message results, check with
your administrator to obtain a valid Receiver’s Email.
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10 Select the Schedule tab.
The Edit Administrator Preferences > Schedule tab opens.

w4 Edit Administrator preferences : SYSMAN

Schedule

To be notified ahout events and jobs, select a time block and click a button to indicate your
notification preference.

Mo Maotification| Bager| Email| Fager and Email

11 Click the Email icon and select all days of the week and all hours
of the day as follows:

Click the top left-hand cell of the grid and drag the mouse pointer
to the bottom right-hand cell.

B I — e |
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12 Select the Access tab.
The Edit Administrator Preferences > Access tab opens.

&% Edit Administrator preferences : SYSMAN

ALCESS

What permission settings should be given by defadlt to all new objects you create?

Adrministrator: More |View  |Modify |[Ful  |motiy |
REPORTS_USER o o o @ u
SYSMAN o o o ® v

— P ]
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13 Select the Notify option for the sysman user and click the
Preferred Credentials tab.

The Edit Administrator Preferences > Preferred Credentials
tab opens.

&4 Edit Administrator preferences : SYSMAN

Freferred Credentials

Target Marme Target Type Credentials
=DEFALILT=

hackupdh test? dbm Database

imsdh1 test?_dbm Database

<DEFAULT= HTTF Server

test?_dbim:an HTTF Server

| <DEFAULT= Listener

— Database =DEFALILT= Credentials:

Lsernarme: |

Fasgwaord: |

Confirrm Passward: |

Role: | NORMAL

14 Under Targets, select the <DEFAULT> Target Name with the
Node Target Type.

15 Enter the correct Username and Password for the oracle user
and click OK to save all changes and close the Edit
Administrator Preferences dialog box.

D ——— e ]
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Configuring a database observer account from the OEM Console
The following procedure explains how to set up observer accounts from
the OEM Console for the Database Module. Observer accounts are
used to monitor the databases.

From the System Management Console

1 Launch the Oracle Enterprise Manager web page.

The Oracle Enterprise Manager Console login window opens.
See Figure 6 on page 47

2 Login as sysman using the password supplied during
installation.

The Oracle Enterprise Manager Console opens. See
Figure 7, “Oracle Enterprise Manager Console,” on page 48.

3 From the Configuration menu, select Manage
Administrators.

The Manage Administrator Accounts window opens. See
Figure 8 on page 51.

e
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4 Select SYSMAN and click Add.
The Create Administrator Account window opens.

Create Administrator Account |

Lsernatme: |

Fassword: |

Confirm Password: |

[ Super Administrator account
W Access to job system

W Access to event system

oK Cancelj Helpj

5 Enter a Username and Password for the observer account and
click OK.

Application database connection configuration

The following applications have a service called Database,
DB_Factory, or Database Base where the console operator must
configure database IP addresses as part of their configuration.

* Oracle Monitor

* |IP Client Manager

* SIP Application Module

* Management Module

* Provisioning Module

* SIP Web Client Manager

» SIP Audio Server (connects only during initialization)

For details about configuring application connections to the Database
Module, see the related component documents.Table 7 lists the

configuration properties used by applications to set up access to the
Database Module.

|
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Table 7 Application database configuration properties

Property name Format Description

Primary Host Type: String Designates the IP address
Range: Not applicable of the primary database

Default IP address: 0.0.0.0

Secondary Host Type: String Designates the IP address
Range: Not applicable of the secondary database

Default IP address: 0.0.0.0

Connections Type: Integer Displays the maximum
: : number of connections the
Range: Not applicable selected application has to
Default: 1-16 the database

Note: Do not change the
Connections value.

The number of
connections required
varies between
applications.

e
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Querying or modifying Oracle Monitor configuration properties

The System Management Console displays administrative and
operational states, as well as snapshot alarm information.
Administrative state information reflects the condition of the application
being monitored. For details about alarm monitoring, see “Alarm
monitoring” on page 34.

From the System Management Console

1

Open the Components folder, and select the root level Oracle
Monitor component.

Information displays in the GIA pane. See Figure 4, “Oracle
Monitor: General Information Area (GIA) pane,” on page 42.

To query the configuration properties of a Oracle Monitor
component, right-click the root level Oracle Monitor component
for the primary database or secondary database you want to
guery and click Query.

The Query Oracle Monitor dialog box displays the properties.

To modify the configuration properties of a Oracle Monitor
component, do the following:

a Right-click the root level Oracle Monitor component and
click Lock to lock the component while you modify the
settings.

b A confirmation dialog box prompts you to confirm that you
want to lock the Oracle Monitor. Click Yes.

Note: Locking the Oracle Monitor has no effect on the
component being monitored (in this case the primary or
secondary database).

¢ Right-click the root level Oracle Monitor component and
click Modify.

d Modify the properties as required and click OK.

|
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IMS Main and Backup Database tabs
The following figures show the fields available for query or modification
from the IMS Main Database and IMS Backup Database tabs of the
Query or Modify Oracle Monitor dialog box:

Querv System.Sites.MomtSite.Servers.DBSvr.Services.oraclemonitor: 47.104.17.146

Oracle Ser\rerl IMS backup databasel Oracle Listenersl

* SHMP request port |9161 =

*SHMP agent IP address |Iuca|host

* 0racle Server name Iideb']

Database Base

* Oracle Database name : |imsdb1
* petive [V

* Class name |com.nunelnetwurks.ims.mw.prube.oracIe.OracIeDbTabIeSpaceHandler

* Component name ; rrableSpace

* Palling interval (mirj: |1
* Active . 2

* Gauge hame |percentageutilization
~ Uppe limit:  [i00
* Lower Limit |D

* Megative going threshold value : |1 0

* hegative going threshold hysteresis : |5

* Pasitive going threshold value 1 : |TD

* Positive going threshold hysteresis 1 |5

* Pogitive going threshold value 2 |85

* Positive going threshold hysteresis 2 |5
*Threshold monitors

* Capacity or maxvalue |99

* Capacity or max hysteresis |D
* Alarm Severity on Megative Gaing Threshold : |NONE
* Alarm Severity on Pasitive Going Threshald? : [U'VARNING
* Alarm Severity on Pasitive Going Threshaold2 : |MINOR
* Alarm Severity on Maximum Rate : |MA_IOR
*Alarm Severity on Upper Limit overrun |MMOR

* Alarm Severity on Lower Limit underrun |MAJOR
*Ugage state affected ;. [

* Gauged Component Monitoring

* Class name |c0m.nunelnetwurks.ims.mw.prnbe.uracIe.OracIeDbDiskSpaceUtilisationHan

* Component narme ; |Disk5paceuti|izatiun

*Palling interval (min: |1

* Active . [V
* Gauge name |percentUtiIizatiun
~Upper limit:  [i00
= Lowet Limit: |0
* Megative going threshold value |1 0 =
4] | I

D
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Querv System.Sites.MomtSite.Servers.DBSvr.Services.oraclemonitor: 47.104.17.146

Oracle Server | IM3 backup database | Oracle Listenersl
* Positive noing threshald value 2: |35 =]
* Pasitive going threshald hysteresis 2 |5

Database Base

*Threshold monitors

* Capacity or maxvalue |99

* Capacity or max hysteresis |D
* Alarm Severity on hegative Gaing Threshold : |NONE
* Alarm Severity on Positive Going Threshald? Iu'\mRNING
* Alarm Severity on Positive Going Threshaold2 |MINOR
* Alarm Severity on Maximum Rate |MA_IOR
* Alartm Severity on Upper Limit overrun |MA_IOR

* Alarm Severity on Lower Limit underrun © |MAJOR
* Usage state affected : [

*Handler class name : |c0m.nurtelnetwurks.imS.mw.prube.oracIe.OracIeDbElIockGetRateHandIer

* Component name : |EllnckGetRate

*Palling interval (minj: |1
*Active . ¥

*Handler class narme |com.nnnelnetwurks.ims.mw.prube.oracIe.OracIeDbOpStatusHandIer

* Component narme ; |Operati0na|8tatus

*Palling interval (min: |1
* Active . [V

* Component Monitaring

*Handler class name |com.nnnelnetwurks.ims.mw.prnbe.oracle.OracIeDbDataFiIeHandler

* Component name ; |DataFi|e

* Palling interval (minj: |1
* Active . [V

*Handler class name : |com.nurtelnetwurks.imS.mw.prube.oracIe.OracIeDbCacheHitRatioHandler

* Component name : |CacheHitRati0

*Palling interval (minj: |1
*Active . ¥

*Trap handler class name : |com.noneIne'rwnrks.ims.mw.probe.uracIe.OracleDatabaseTrapHandler

*Trap handler name : |0racIeDElTrapHandIer
* Active - [Z

*Trap handlers :

4| | »

B s — e
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Database Base tab
The following figure shows the fields available for query or modification
from the Database Base tab of the Query or Modify Oracle Monitor
dialog box:

i Query System.Sites.MgmtSite.Servers DBSvr.Services.oraclemonitor: 47.104.17.146

IMS main database | Oracle Server | IMS backup database | Oracle Listeners

*Primany Hast |4?.1 0417140

* Connections : |1

Secondary Host : |

Oracle Server tab
The following figure shows the fields available for query or modification
from the Oracle Server tab of the Query or Modify Oracle Monitor
dialog box:

Query System.Sites.MgmtSite.Servers.DBESvr.Services.oraclemonitor: 47.104.17.146

Database Base | IMS main database | IMS backup database | Oracle Listeners

* SNMF request port:  [3161
* SHMP agent IP address : |I0ca|host

* Qracle Server name : |imsdb1
R (=
[

*Handler class name : |cDm.nDrtelnetworks.ims.mw.probe.oracle.OracIeSenrerInfoHandler

*Handler name : |Genera||nf0

~Palling interval (min}: |1
*active ;. [

* Manitor functions

*Handler class name |cum.nunelnetwurks.ims.mw.prube.oracIe.OracleSenrerOpStatusHandlm

*Handler name |Operati0na|8tatus

~Palling interval (min): |1
*active . [

D
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Oracle Listener tab

The following figure shows the fields available for query or modification
from the Oracle Listener tab of the Query or Modify Oracle Monitor
dialog box:

Query System.5ites.MgmtSite.Servers.DBSyr.Services.oraclemonitor: 47.104.17.146

Database Elasel IMS main databasel Oracle Ser\terl IMS backup database

= SNMP request port |91E1

*SMMP agent IP address : |Iuca|host
*active . [
[

*Class name : IcDm.nDrteInetworks.ims.mw.probe.0racIe.OracIeListenerHandIer

*Component name ; |Orac|eListeners

* Palling interval (min): |1
*active . [
* Component Monitoring ;

D ——— e ]
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Accounting management

Strategy

Some information stored in the database is propagated to the
Accounting Module. For details, see MCP Accounting Module Basics.

T — ]
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Performance management

Strategy

Database logs, alarms, and operational measurements are displayed in
the System Management Console. For details, see MCP System
Management Console Basics.

T — ]
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Security and Administration

How this chapter is organized

Security

This chapter is organized as follows:

* “Security” on page 69

e “Administration” on page 70

The security and administration procedures are performed primarily
through the System Management Console. For more information, refer

to the MCP Management Module Basics and the MCP System
Management Console Basics.

The Database Module uses Oracle database technology to ensure
confidentiality, integrity, and availability of data. All configuration and
subscription data held in the Database Module are also protected by
user authentication and network firewalls configured in a network
architecture.

Basic administrative roles and corresponding privileges are assigned,
and user roles and passwords are provided during installation.

Table 8 describes Database Module user accounts.
Table 8 Database Module administrator and user roles
oracle Runs command line scripts and telnet sessions

sysman Manages administration on the Oracle
Enterprise Manager console

root Superuser account on Sun servers

For Database Module login and user configuration procedures, see
“Configuration management”.

T — ]
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see MCP Basics.

Administration

Database Module administration consists of backup, recovery,
resynchronization, and optimization.

Tasks

NN10031-111 Standard MCP 1.1 FP1 (02.02) April 2003
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For more information about network and Database Module security,

Replication objects are grouped together to form a replication group.
Administration of the Database Module replication process is
performed through a replication group called IMSREPGROUP.

Table 9 outlines Database Module Administration tasks.

Table 9 Administration tasks

Topic

Subtopic

Procedure

“Database backups”

“Database recovery”

Replication

Parameter files

“Oracle Enterprise
Manager backups”

New backup jobs

Existing backup jobs

Export

RMAN

Control files

Errors

“Backing up
parameter files” on
page 73

“Backup job setup”
on page 74

“Creating a backup
job” on page 75

“Modifying a
scheduled backup
job” on page 82

“Restoring exported
backup files” on
page 85

“Restoring RMAN
backup files” on
page 86

“Restoring control
files” on page 88

“Resolving
replication errors” on
page 89

Copyright © 2003, Nortel Networks
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Table 9 Administration tasks

Topic Subtopic Procedure

Resynchronization “Resynchronizing
databases” on
page 93

Disk space Database disk usage “Optimizing

management database disk
usage” on page 94

Tools and utilities
The Database Module uses the following administrative tools:
» Oracle Enterprise Manager (OEM) Console: Used by the database

administrator for backup and recovery and database fault
management.

For details, see “Fault management” on page 17.
* Recovery Manager (RMAN), an Oracle tool used to automate
backup and restore with archive logs turned on.

Database backups

In addition to the redundancy provided by Oracle replication, the OEM
Console supports scheduling automated backups of the Database
Module as often as required.

|
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The following two types of backups are supported in the Database

Module:

» Backup and restore using export and import of data

OR

» Backup and restore using Recovery Manager (RMAN)

CAUTION

regularly.

Using Recovery Manager (RMAN), archive logs can
fill up available disk space if backups are not done

It is recommended that the Export/Import method be
used to backup and restore data.

Table 10, “Comparing backup and recovery
methods,” on page 72 outlines the major differences
between the two types of backups.

Table 10 compares the Export/Import and RMAN backup and recovery

methods.

Table 10 Comparing backup and recovery methods

Export/Import method

RMAN method

Simple to perform

No archive logs

Incremental backups are not
available

Point-in-time recovery is not
available. During recovery, data
written between the last backup
and the point of failure is lost

Backups are performed on one
database

More functionality but more
complicated to perform

Archive logs could fill up disk
space if regular backups are not
scheduled

Incremental backups are
available

Point-in-time recovery is
available. During recovery, data
written between the last backup
and the point of failure can be
recovered

Backups must be performed on
both databases at the same time

NN10031-111 Standard MCP 1.1 FP1 (02.02) April 2003
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Table 10 Comparing backup and recovery methods

Export/Import method RMAN method

Individual data files cannot be Individual data files can be
recovered recovered

Longer recovery time Shorter recovery time

Backups should be scheduled during off-peak hours. The default time
is 2:00 a.m.

If a backup fails, the log files display the probable cause of the failure
and any available explanatory information. To view the log files,
double-click a failed job displayed in the OEM Console. See also
“Monitoring backups” on page 20.

CAUTION

To avoid risk of data loss, always backup data to
external media and use consistent and regular
backup procedures.

This section contains the following backup procedures:

* “Backing up parameter files” on page 73

» “Backup job setup” on page 74

* “Modifying a scheduled backup job” on page 82

Oracle Enterprise Manager backups

Use the procedures listed in this section to schedule backups. This

section explains the generic method for backing up the Database
Module using the Oracle Enterprise Manager (OEM).

Similar methods are used to schedule any kind of backup job, the only
difference being the script name and the parameters used.

Backing up parameter files

The following procedure is necessary to backup database parameter
files on the primary and secondary databases. The (.keep) versions are
created in case the original file is corrupted.

Note: Execution of this backup procedure is required only when the
version of the Oracle database changes.

|
Copyright © 2003, Nortel Networks MCP Database Module Basics



74 Security and Administration Nortel Networks Confidential
T

At the primary database server command line

1 Backup the initimsdb1l.ora file as follows:
cd /opt/app/oracle/admin/imsdb1/pfile
cp initimsdbl.ora initimsdbl.ora.keep

2 Backup the tnsnames.ora file as follows:
cd /opt/app/oracle/admin/imsdb1/pfile
Ccp tnsnames.ora tnsnames.ora.keep

3 Backup the listener.ora file as follows:
cd /opt/app/oracle/admin/imsdb1/pfile
cp listener.ora listener.ora.keep

4 Backup the sqlnet.ora file as follows:
cd /opt/app/oracle/admin/imsdb1/pfile
cp sqglnet.ora sqlnet.ora.keep

5 Repeat this procedure on the secondary database server.

Backup job setup

CAUTION

Only trained personnel should perform the following
task.

Use the following backup procedure to set up daily backup jobs.

Note: This procedure is only needed when scheduling RMAN
backups.

At the primary database server command line

1 Login to the database server as oracle.

2 Execute the following commands:

cd /IMS/imssipdb/data/db_schema/backup
configure_backup.sh <db_type>

Note: db_type can be PRIMARY or SECONDARY.
3 Repeat this procedure on the secondary database server.

For login instructions, see “OEM Console login” on page 45.

e |
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Creating a backup job

CAUTION

Only trained personnel should perform the following
task.

Set general backup properties
1 From the Network tree, select Jobs.

The Jobs > Active pane displays the list of active backup jobs
that have been scheduled.

acle Enterprise Manager Console, Administrator:5YSMAN, Management Server:zpvesOng.us.n... !E

ct Event Job Oracle Enterprise Manager Cnsole, Administrator:SYSMAN, Management

ENTErprisenianager

Target Type | Owner
tuesday_backup | Mode SYShAN

=) report Definitions
E-_JDatabases

B Groups
EBLIHTTF Servers
E-_Ilisteners

[~ EBhow targets

2 From the Job menu, select Create Job.
The Create Job > General pane opens.

D ——— e ]
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General

Job Mame: |=weekday=| Description:

Target Type [Datahase v]

(I— Override Mode Preferred Credentials for entire job

Usernarme: [ Password: [ ] T

Selected Targets: Available Targets:
£ backupdbtest?_dbm

B imsdhl test2_dbm

hSubmit ®Add to Library @ Submit and Add to Librany

3 In the Job Name box, type a backup name as follows:
Backup type Frequency
Export <weekday>

Note: The Export backup method is recommended. See
“Database backups” on page 71

Alternatively, use the following backup methods:
Level 1 level 1 backup

Level O level 0 backup

4 Under Target Type, select Node.

5 In the Available Targets box, select the node name where the
Oracle server resides and click Add.

The selected target node moves into the Selected Targets list.

e ]
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Job Mame: |<weekda\,r> Description:

Target Type [Nnde v]

lsemame: [ ] Fassword: [ ]

(l_ Overtide Mode Preferred Credentials for entire job

Selected Targets: Available Targets:

test2_dam
<
Add

>
Remove

ChSulrmit @ Add to Likrary @ Submit and Add to Library

Set backup task properties
6 Click the Tasks tab.
The Create Job > Task pane opens.

T ss——— ]
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Create Job

Job Tasks: Available Tasks:

TR

Fun @8 Command e
—FRecovery
—Run DBA Script
—Run Rman Script
& —Run SQaL*Plus Script
Add —Shutdown Database

—&tartup Database

ode
—Broadcast Message
—Halt Job
Run 0% Command
—Run TCL Script
—Trigoer Repart Generation

— Run"Run 08 Command"
B Alyvays

£ 0nly on suctess of

 only an failure of

ShSubmit @ Add to Library # Submit and Add to Library

7 Select Run OS command and click Add.
The Run OS command task is added to the Job Tasks pane.

Define backup parameters
8 Click the Parameters tab.
The Create Job > Parameters pane opens.

B e ———— e ]
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ik Create Job

Selected Tasks:
Run 08 Command

Run 05 Command Farameters:

Command: |

Arguments: |

ChSubmit ®Add to Library @ Submit and Add to Likrany

9

10

In the Command box, enter a command as appropriate:

If

Do

Perform an Import/Export backup
(recommended--see “Database
backups” on page 71)

Perform an RMAN full (level 0)
backup

Perform an RMAN incremental
(level 1) backup

Enter the following command:

/[IMS/imssipdb/data/db_schema/
backup/export_imsdbl.sh

Enter the following command:

/[IMS/imssipdb/data/db_schema/
backup/level_0_backup.sh

Enter the following command:

/[IMS/imssipdb/data/db_schema/
backup/level_1 backup.sh

In the Arguments box, enter the appropriate argument format,
where db_type can be PRIMARY or SECONDARY,

Copyright © 2003, Nortel Networks
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name_of_backup is the name of the backup file, and
media_type is DISK or TAPE.

If Do

Perform an Import/Export backup  Use the following argument format:

(recommended--see “Database

backups” on page 71) <db_type><name_of backup>
<media_type>

Perform an RMAN full (level 0) Use the following argument format:

backup
<db_type> <media_type>

Perform an RMAN incremental Use the following argument format:
(level 1) backup
<db_type> <media_type>

Schedule backup frequency
11 Click the Schedule tab.
The Create Job > Schedule pane opens.

&4 Create Job

Schedule

C Immediately Start Execution:  Date: [10/28/2002 |2 Tire: [1:04 PM

"
Onee [ End Execution:  Date: [10/28/2002 = Time: [1:04 Fh

" 0n Interval Time Zane: Agent

® 0On Day of Week
" 0n Day of Month

" As A Fixit Job

O Submit @ Add to Library @ Submit and Add ta Library

e ]
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12 Do one of the following:

Note: The Export backup method is recommended. See
“Database backups” on page 71

If Do

Export backups a. Select On Day of Week.
b. Select the day of the week on
which the backup should run.

Note: An export backup should be
created for each day of the week.

Full (level 0) RMAN backups Select the lowest-traffic weekday
(such as Sunday).

Incremental (level 1) RMAN Select On Day of Week.

backups Select the other weekdays (such

as Monday through Saturday)

Note: For RMAN backups, full (level 0) backup jobs must be
created separately and prior to incremental (level 1) backup
jobs.

13 Choose a default start time during off-peak hours. The default
time is 2:00 a.m.

Set backup notifications

14 Click the Access tab.
The Create Job > Access pane opens.

|
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il Create Job

Cwmer. | SYEMAN |

| Adrninistratar:  Mone | View | Modify | Ful | Motify |
#" REPORTS_USER @] 9 9] i@ [ ]
# SYEMAN O O O & e

Show Natification Schedulel

O Subrmit @ Add to Likrary @ Submit and Add to Liarary

15 Make sure the Notify box is selected to ensure that backup
reports are emailed to SYSMAN database administrators.

Submit and add the backup job to the library

16 Once all of the above steps are completed, do the following:
a Select the Submit and Add to Library option.
b Click the Submit and Add button to save the backup.

The Create Job dialog box closes and the new backup job
appears in the Active > Jobs tab.

17 For RMAN backups, do the following:

If Do

You first set up RMAN backups on  Backup the secondary database
the primary database

You first set up RMAN backups on  Backup the primary database
the secondary database

Modifying a scheduled backup job
Use the following procedure to modify scheduled backup jobs from the
OEM Console.

e ]
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For login instructions, see “OEM Console login” on page 45.

From the OEM Console
1 From the Network tree, select Jobs.

racle Enterprise Manager Console Administrator:SYSMAM Management Server:itest2_dbm H=1

. Configuration Help COCRACLE

Enterprisaianager

Active

MName Target Type | Owner
friday_backup Mode SYSMAN
monday_hackup Mode SYShiAN
saturday_backup Mode SYSMAN
sunday_hackup MHode SYShIAN
thursday_backup Mode SYSMAN
8 | tuesday_backup MNode SYSMAN
wadnesday_backup | Mode SYEMAMN

[ Show targets

The Jobs >Active tab displays the list of active backup jobs that
have been scheduled.

2 On the Active jobs panel, select the job that you want to modify.
3 Double-click the job name to display its properties.
The Edit Job > Progress tab opens.

B s — e
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afy Edit Job: tuesday_backup

Progress

Target: [<AII> v] Execution: [<AII=

Status |Target | DatelTitme
Scheduled ZpwesOng 21-dan-2003 02:00:00 Ak
Completed ZpwesOng 14-dan-2003 02:00:33 AM

Started Zpwesdng 14-Jan-2003 02:00:00 AM Showy Cutput

Scheduled Zwes0Ong 14-dan-2003 02:00:00 A

Suhmitted ZpvesOng Save List j
Botification Cetails

Lipdate Progress

@ Save to Library ® Submit and Sawve to Library

4 Click any tab in the Edit Job dialog box to modify backup job
properties.

Note: For details about appropriate backup job properties,
see “Set general backup properties” on page 75.

5 Select Submit and Save to Library to save the changes to the
backup job.

6 Click Submit to finish scheduling the backup job and close the
dialog box.

Database recovery
This section contains the following recovery procedures:

» Restoring exported backup files
* Restoring RMAN backup files
* Restoring control files

e ]
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Restoring exported backup files

CAUTION

Only trained personnel should perform the following
task.

Use the following procedure to restore other files.

Note: Stop all IMS applications before performing this procedure.

On the primary database server

Shut down both the primary and secondary databases as
follows:

1

a
b

c

Login as root.

Execute the following commands:

cd /etc/init.d

Jdbora stop

Repeat the previous step on the secondary database server.

Set up a clean database as follows:

a
b

c

Login as oracle.

Execute the following commands:

rm /IMS/oradata/imsdb1/*.*

cd /IMS/oradata/restore

uncompress -c emptyimsdbl.tar.Z | tar xvf -

cd /IMS/oradata/imsdb1

cp control02.ctl /opt/app/oracle/oradata/imsdbl/control01.ctl
cp control02.ctl /var/opt/oracle/imsdbl/control03.ctl

Repeat the previous step on the secondary database server.

Start up the primary database as follows:

a
b

Login as root.

Execute the following commands:
cd /etc/init.d

Jdbora start

|
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c

Repeat the previous step on the secondary database server.

4 Restore the primary database server as follows:

a
b

Login to the primary database server oracle.
Execute the following commands:
cd /IMS/imssipdb/data/db_schema/backup

import_imsdbl.sh PRIMARY <name of backup>
<media_type>

where name of backup is the name of the backup file and
media type can be a DISK or TAPE where the backup is
located.

5 Reset replication between the primary and secondary databases
as follows:

a Login to primary database server oracle.

b

Execute the following commands:
cd /IMS/imssipdb/data/db_schema
single_to_rep_db.sh

The single_to_rep_db.sh script moves the data from the
primary to the secondary database and sets up replication.

If you use the Import/Export backup and recovery method you can
restore the databases by importing the backup files from the
secondary database to the primary database.

ATTENTION

Restoring RMAN backup files

CAUTION

Only trained personnel should perform the following
task.

On the database server with the damaged files
1 Login as oracle.

e |
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2 To perform the recovery procedure listed in column 1, execute

the commands in column 2.

Note: db_type can be PRIMARY or SECONDARY and
media_type can be DISK or TAPE.

If

Do

Restore control files from a
backup copy

Restore control files from
disk or tape backups

Restore the system
datafile to another
directory partition

Restore the undo
tablespace data file to the
current directory

Restore the undo
tablespace data file to a
different directory

Restore the IMS_DATA
tablespace datafile to the
same directory

Restore the IMS_DATA
tablespace datafile to a
different directory partition

Restore data files and
temp tablespace

Restore an entire database
from backup

cd /IMS/imssipdb/data/db_schema/util
stop_imsdb abort

cp /var/opt/oracle/imsdbl/control03.ctl
/IMS/oradata/imsdbl/control01.ctl

cp /var/opt/oracle/imsdbl/control03.ctl
/opt/app/oracle/oradata/imsdbl/control02.ctl

cd db_schema/util
start_imsdb

restore_control_files.sh <db_type> <media_type>
/IMS/oradata/imsdb1/control01.ctl

restore_sys_undo_datafile.sh <db_type>
<media_type> /IMS/oradata/imsdb1/system01.dbf
/IMS/oradata/imsdb1/system02.dbf

restore_sys_undo_datafile.sh <db_type>
<media_type>
/IMS/oradata/imsdbl/undotbs01.dbf

restore_sys_undo_datafile.sh <db_type>
<media_type>
/IMS/oradata/imsdb1/undotbs01.dbf
/IMS/oradata/imsdb1/undotbs02.dbf

restore_datafile.sh <db_type> <media_type>
/IMS/oradata/imsdbl/ims_data.dbf

restore_datafile.sh <db_type> <media_type>
/IMS/oradata/imsdbl/ims_data.dbf
/IMS/oradata/imsdbl/ims_datal.dbf

restore_temp_datafile.sh <db_type>

restore_database.sh <db_type> <media_type>
restore_temp_datafile.sh <db_type>
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Do

Point in Time Recovery

1. Execute the following command:

cd /IMS/imssipdb/data/db_schema/backup
incomplete_restore.sh <db_type> <media_type>
<TIME: YYYY-MM-DD-mm-ss>

(for example, 2002-09-04:23:45:50)

2. Now that the PRIMARY database is restored to a point
in time, look at the alert_imsdb1.log file to find the
appropriate SCN.

The alert_imsdbl.log file is located in
/opt/app/oracle/admin/imsdbl/bdump/alert_imsdbl.log

3. Edit that file and search for RESETLOGS.

(a) If the message is, “RESETLOGS after complete
recovery through change xxx,” you have applied all the
changes in the database and successfully performed a
complete recovery. Recovery of the secondary database
is not needed and this procedure is complete.

(b) If the message is, “RESETLOGS after incomplete
recovery UNTIL CHANGE xxx,” you have performed an
incomplete recovery. Go to the next step to complete the
recovery.

4. Record the change number from the message and
enter the following commands:

cd /IMS/imssipdb/data/db_schema/backup
incomplete_restore.sh <db_type> <media_type> SCN
<scn_number>

Restoring control files
Use the following procedure to restore control files.

Note: Stop all IMS applications before performing this procedure.

The examples used in this procedure assume control02.ctl and
control03.ctl are damaged.

On the database server containing the damaged files

1 Login as oracle.
2 Change to the directory containing the imsdb1 control files as
follows:

cd /opt/app/oracle/admin/imsdbl/pfile

3 Open the initimsdb1.ora file in a text editor.

4 Replace the following lines:
control_files=("/IMS/oradata/imsdb1/controlO1.ctl",

e
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/opt/app/oracle/oradata/imsdbl/ control02.ctl",
"Ivar/opt/oracle/imsdbl/control03.ctl")

with these lines:
control_files=("/backup/orabackup/imsdbl/controlOl.ctl",
/lopt/app/oracle/oradata/imsdbl/control02.ctl”,
"/backup/orabackup/imsdbl/control03.ctl")

5 Copy the control02.ctl and control03.ctl backup control files to
the new location as follows:

cp /opt/app/oracle/oradata /imsdbl/control02.ctl
/backup/orabackup /imsdbl/control03.ctl

cp /opt/app/oracle/oradata /imsdbl/control02.ctl
/backup/orabackup /imsdbl/controlOl.ctl

Login to the primary database as oracle.
7 Restart the database as follows:

cd /IMS/imssipdb/data/db_schemal/util

stop_imsdb abort

start_imsdb

Manage replication transaction errors
Replication transaction errors may result from lack of available disk
space or errors in the application of queued transactions. See
“Monitoring replication” on page 28.

ATTENTION
Nortel Networks recommends that you monitor error transactions
once every 12 hours from the OEM Console.

Resolving replication errors
If a replication error transaction occurs, use this procedure to resolve
the conflicts.

For login instructions, see “OEM Console login” on page 45.

From the OEM Console
1 Login as sysman.

2 From the Network tree, select the database you want to monitor
and expand the tree.

|
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racle Enterprise Manager Console Administrator:5YSMAN Management Server:testZ2_dbm

ator Object Ewent Job Tools Configuration Help DRACLE
Enterpriseivianager
SR Metwark

General
Hi# Events iy
it Johs -4 Name: imsdbi test2_dbm

—@ Repart Definitions
=H ) Databases

~— Cannection Information
Host. testz dhm
Port: 1821
S0 imsdh
TS Descriptor: DESCRIPTIOMN=(ADDRESS |
_LIET= {ADDRESS = (PRO
TOCOL = TCPWHOST = test2

_dbrpPORT = 15213 ) (CO
MNNECT_DATA=(SID=imsdh1

~— Betup Information

Qracle Home: foptfappforaclefproductrd 0.1
B Workspace Listeners: listener_test2_dbm

Groups

HTTF Servers
Listeners
Modes

— Operating System Infarmation
0S Mame: 3unds
0S5 Version: 5.8

3 Select Distributed > Advanced Replication > Administration.

The Administration > Topology pane opens, displaying the
two databases set up in replication mode.
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Topology

-] Warehouse
Workspace i
Groups E%
HTTF Servers IMSDB1.SECONDARY
Listeners

/-

[ Autornatically refresh when this page is visible  Refresh ) Statistics ) Legend )

4 Click the Errors tab.

The Administration > Errors pane opens, displaying
Destination, Destination ID, Source, Start Time, and # of
Calls, where Destination is the primary or secondary database,
Start Time is when the error occurred, and # of Calls is the
number of database updates in the transaction that caused the

error.
5 Click Details and respond as follows:
If Do
The cause of the error is due to The error can be safely deleted.
constraints on registration table
(REGDEST)

The cause of the erroris NOT due  Contact your next level of support
to constraints on registration table  for assistance.
(REGDEST)

T — ]
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File Mavigator OChject Event Job Tools Caonfiguration Help ORACLE

TR Metwark

HIE Events

i Jobs

—B Report Definitions
cHDatabases

£ backupdb test?_dbm .-
imsdit test2_dbm- 4
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Enterpriseianager

Following is the deferred transaction errars on this database. 5
Details for mare information.

Destination Destination ID Source Start Tim

Resynchronization

As explained in “Data replication” on page 5, the Database Module
normally operates in replicated mode, wherein IMS applications write to
and read from the primary database. The replication process
continually propagates data from the primary database to the
secondary database. The secondary database serves as a backup and
therefore must remain synchronized with the primary database.

B e ———— e |
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Resynchronizing databases

CAUTION

Resynchronizing databases is a lengthy process.
Allow 1-2 hours to complete the operation.

Only trained personnel should perform the following
task.

In the unlikely event that changes to the primary database are not
propagated to the secondary database, the two databases must be
manually resynchronized as follows:

In a telnet window
1 Login to the primary database as oracle.
2 Do the following:

cd /IMS/imssipdb/data/db_schema
resync_rep_db.sh

Note: This command removes all application-related information
from the secondary database and then resynchronizes the
secondary database with the data from the primary database.

Disk space management
Oracle uses indexes to quickly access frequently used data. However,
when records in a table are deleted, the associated indexes for the
deleted records are nulled, but not deleted.

Over time, the indexes of frequently added and deleted tables increase
in size, even though the number of records in the table stays relatively
the same. Periodic optimization improves index lookup time and
reduces disk usage.

The following procedure drops and recreates all the indexes in a

database. It also deallocates any unused space in a tablespace, thus
optimizing the space usage.

|
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Optimizing database disk usage

CAUTION

Only trained personnel should perform the following
task.

In a telnet window

1 Login to the primary database as oracle.

2 Navigate to the directory containing the optimization script as
follows:
cd /IMS/imssipdb/data/db_schemalutil

3 Run the optimization script by executing the following command:

optimize_dbspace.sh <db_type>
Note: db_type can be PRIMARY or SECONDARY.

e
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	Sun Netra t 1400 or Sun Netra t 1405 with the following hardware features: - 4 440 Mhz CPUs - 4 G...
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	“Reverting to a previous version of the database” on page�15
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	1 In the System tree, right-click the database version to be updated as shown.
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	3 Select the required database version and click
	3 Select the required database version and click
	The deployment tool copies the appropriate database scripts onto the database server.
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	If you want to revert to a previous version of the database, you must redeploy a previous version...
	If you want to revert to a previous version of the database, you must redeploy a previous version...

	In such a scenario, the user is first prompted to confirm that they want to revert to a previous ...
	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	CAUTION
	When the database is replaced by a backup, any newly provisioned subscriber or configuration data...
	Contact your next level of support for assistance prior to reverting the database to a previous v...
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	Strategy
	Database Module fault management consists of monitoring and responding to logs and alarms from th...
	The Database Module is built on an Oracle database and provides high availability using Oracle Re...
	To provide additional redundancy, databases should be backed up on a regular basis. For backup an...
	<TABLE>
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	CAUTION
	Nortel Networks recommends that the primary and secondary databases and external backup media be ...





	Task flows
	Task flows
	Table�3
	Table�3
	Table�3

	<TABLE>
	Table�3�� Performance management task flows
	<TABLE HEADING>
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	Topic
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	Procedure


	<TABLE BODY>
	<TABLE ROW>
	Database monitoring
	Backups
	“Monitoring backups” on page�20
	“Monitoring backups” on page�20


	<TABLE ROW>
	Events
	“Monitoring events” on page�24
	“Monitoring events” on page�24


	<TABLE ROW>
	Replication
	“Monitoring replication” on page�28
	“Monitoring replication” on page�28


	<TABLE ROW>
	“Monitoring registration deletions” on page�31
	“Monitoring registration deletions” on page�31


	<TABLE ROW>
	Alert logs and trace files
	“Monitoring alert logs and trace files” on page�35
	“Monitoring alert logs and trace files” on page�35


	<TABLE ROW>
	Disk usage
	“Monitoring disk usage” on page�36
	“Monitoring disk usage” on page�36


	<TABLE ROW>
	Alarm monitoring
	“Monitoring alarms” on page�34
	“Monitoring alarms” on page�34


	<TABLE ROW>
	Reports
	“Generating reports” on page�37
	“Generating reports” on page�37


	<TABLE ROW>
	Oracle Monitoring Application
	“Querying or modifying Oracle Monitor configuration properties” on page�59
	“Querying or modifying Oracle Monitor configuration properties” on page�59
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	Use the following tools to perform Database Module fault monitoring tasks:
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	• Oracle Enterprise Manager (OEM) Console: Used by the database administrator for backup and reco...
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	For details, see

	• System Management Console: Launches the OEM Console and Oracle Monitoring Application. Provides...
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	• Oracle Monitoring Application: Gathers operational status of the database and sends alarms and ...
	• Oracle Monitoring Application: Gathers operational status of the database and sends alarms and ...
	• Oracle Monitoring Application: Gathers operational status of the database and sends alarms and ...

	For details, see




	Database failover
	Database failover
	In the unlikely event of a failure of the primary database, application queries are redirected to...
	During a failover only registration data can be written to the secondary database and application...
	All applications access and update data via request/response transactions. If the primary databas...
	All applications access and update data via request/response transactions. If the primary databas...
	• Raises an alarm indicating a problem with the�database
	• Raises an alarm indicating a problem with the�database
	• Raises an alarm indicating a problem with the�database

	• Switches over to the secondary database and reinitiates the request
	• Switches over to the secondary database and reinitiates the request
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	ATTENTION
	A minor alarm is raised when applications are connected to the primary database and the connectio...




	For information about database backup and recovery, resynchronization, replication, and optimizat...

	Database monitoring from the Oracle Enterprise Manager Console
	Database monitoring from the Oracle Enterprise Manager Console
	To launch the OEM Console, see
	To launch the OEM Console, see

	Monitoring backups
	Monitoring backups
	When a database backup starts, an email is sent to the administrator. Another email is sent when ...
	When a database backup starts, an email is sent to the administrator. Another email is sent when ...

	In addition to email notification, the administrator can view the output log of the backup job, a...
	In addition to email notification, the administrator can view the output log of the backup job, a...

	Also use this procedure to debug failed database backup jobs.
	For login instructions, see
	From the OEM Console
	From the OEM Console
	From the OEM Console
	1 From the
	1 From the
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	2 Select the
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	4 To see the output of the job, select the a
	4 To see the output of the job, select the a
	The
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	Event monitoring
	Event monitoring
	When a registered event exceeds a specified threshold, an alert displays on the OEM Console and a...
	When a registered event exceeds a specified threshold, an alert displays on the OEM Console and a...
	<TABLE>
	<TABLE HEADING>
	<TABLE ROW>
	Alert State
	Icon description
	Alert description


	<TABLE BODY>
	<TABLE ROW>
	Critical
	Red flag
	A red flag would indicate a critical alert.

	<TABLE ROW>
	Warning
	Yellow flag
	A warning threshold has been reached.

	<TABLE ROW>
	Error State
	Yellow hexagon with an exclamation point
	An error state indicates there is a problem with the evaluation of the event condition, as oppose...

	<TABLE ROW>
	Event Cleared
	Green flag
	The event has been cleared. Example, when the database goes down and comes back up.

	<TABLE ROW>
	Unknown
	Gray Flag
	A gray flag represents an “unknown” state where it is not possible for the Oracle Enterprise Mana...




	Monitoring events
	Monitoring events
	Monitor and respond to events as required to ensure smooth database operation. See
	Monitor and respond to events as required to ensure smooth database operation. See

	For login instructions, see
	From the OEM Console
	From the OEM Console
	From the OEM Console
	1 From the
	1 From the
	The
	<GRAPHIC>
	<GRAPHIC>


	2 Click the
	2 Click the

	3 Click the
	3 Click the
	Table�4
	Table�4

	<TABLE>
	Table�4�� Database events
	<TABLE HEADING>
	<TABLE ROW>
	Events
	Type
	Description


	<TABLE BODY>
	<TABLE ROW>
	Alert
	Fault
	New errors were shown in alert.log file.

	<TABLE ROW>
	Archiver Hung
	Fault
	The archive process is hung.

	<TABLE ROW>
	Broken Jobs
	Fault
	Broken jobs exist.

	<TABLE ROW>
	Database UpDown
	Fault
	The database was shutdown.

	<TABLE ROW>
	Data Block Corruption
	Fault
	A corrupted block was detected.

	<TABLE ROW>
	Deferred Transactions
	Fault
	The number of deferred transactions is too high (only in replicated systems).

	<TABLE ROW>
	Error Transactions
	Fault
	The number of error transactions is too high (only in replicated systems).

	<TABLE ROW>
	Failed Jobs
	Fault
	A job has failed to execute.

	<TABLE ROW>
	Datafile Limit
	Resource
	The maximum datafile limit is being approached.

	<TABLE ROW>
	Process Limit
	Resource
	Maximum process limit has been reached.

	<TABLE ROW>
	Session Limit
	Resource
	The maximum session limit is being approached.

	<TABLE ROW>
	Alert File Large
	Space
	The alert file is too large.

	<TABLE ROW>
	Archive full
	Space
	The archive device is full.

	<TABLE ROW>
	Dump Full
	Space
	The dump destination is full.

	<TABLE ROW>
	Index Rebuild
	Space
	Some indexes may benefit from being rebuilt.

	<TABLE ROW>
	Maximum Extents
	Space
	The segments maximum limit is being approached.

	<TABLE ROW>
	Tablespace Full
	Space
	A tablespace is full.








	Monitor replication jobs
	Monitor replication jobs
	The
	The

	If a job fails to execute, details of the failure display in the
	If a replication job is broken, then the operator must correct and reschedule the job. See
	If a replication job is broken, then the operator must correct and reschedule the job. See
	Figure�3�� OEM Replication Administration DBMS jobs window
	Figure�3�� OEM Replication Administration DBMS jobs window
	<GRAPHIC>


	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	CAUTION
	After a restart, there is a higher probability that replication jobs may be broken. Therefore, be...




	Monitoring replication
	Monitoring replication
	Oracle replication should be monitored regularly for conflict alerts. For details about replicati...
	Oracle replication should be monitored regularly for conflict alerts. For details about replicati...

	For login instructions, see
	From the OEM Console
	From the OEM Console
	From the OEM Console
	1 Login as
	1 Login as

	2 From the
	2 From the

	3 Select
	3 Select
	The OEM Console
	<GRAPHIC>
	<GRAPHIC>

	The black arrow between the two database icons indicates that everything is normal. When replicat...

	4 Click
	4 Click
	The
	<GRAPHIC>
	<GRAPHIC>


	5 If a replication job is broken, then the operator must correct and reschedule the job as follows:
	5 If a replication job is broken, then the operator must correct and reschedule the job as follows:
	a To correct and reschedule a replication job, select the
	a To correct and reschedule a replication job, select the

	b Select the required job and click
	b Select the required job and click
	The
	<GRAPHIC>
	<GRAPHIC>


	c In the
	c In the

	d Beside the
	d Beside the
	The
	<GRAPHIC>
	<GRAPHIC>


	e Select a
	e Select a
	The job is now rescheduled to run every 30 seconds.






	Monitoring registration deletions
	Monitoring registration deletions
	Apart from replication jobs, one other job runs periodically to delete expired registrations from...
	The following procedure shows how to monitor the registration deletion job.
	On the OEM console
	On the OEM console
	On the OEM console
	1 Login to the primary database as
	1 Login to the primary database as

	2 Expand the tree to view
	2 Expand the tree to view

	3 Select the
	3 Select the
	The nightly registration deletion job displays here.

	4 If the job is broken for any reason, you can correct it as follows:
	4 If the job is broken for any reason, you can correct it as follows:
	a Select the job and click
	a Select the job and click
	The
	<GRAPHIC>
	<GRAPHIC>


	b In the
	b In the

	c Beside the
	c Beside the
	The
	<GRAPHIC>
	<GRAPHIC>


	d Select
	d Select





	Alarm monitoring
	Alarm monitoring
	Database alarms display from the System Management Console.
	For details about using the
	Monitoring alarms
	Monitoring alarms
	Alarms provide information about Critical, Major, or Minor events affecting the Database Module a...
	From the System Management Console
	From the System Management Console
	From the System Management Console
	1 Expand the
	1 Expand the

	2 On the
	2 On the
	The

	3 In the
	3 In the
	<GRAPHIC>
	<GRAPHIC>






	Alert log and trace file monitoring
	Alert log and trace file monitoring
	When a new error message appears in the
	Operators can also observe details in alert logs and trace files as explained in the following pr...
	Alert logs and trace files are located in the bdump directory as follows:
	Alert logs and trace files are located in the bdump directory as follows:
	• $ORACLE_BASE/admin/imsdb1/bdump
	• $ORACLE_BASE/admin/imsdb1/bdump
	• $ORACLE_BASE/admin/imsdb1/bdump
	• $ORACLE_BASE/admin/imsdb1/bdump




	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	ATTENTION
	Nortel Networks recommends that you monitor database alert logs and trace files periodically to e...




	Monitoring alert logs and trace files
	Monitoring alert logs and trace files
	In a telnet window
	In a telnet window
	In a telnet window
	1 Login as
	1 Login as

	2 Navigate to the directory containing the database as follows:
	2 Navigate to the directory containing the database as follows:
	cd $ORACLE_BASE/admin/imsdb1
	cd $ORACLE_BASE/admin/imsdb1

	If there are errors, the trace files corresponding to these errors are stored in the

	3 Open the file in the appropriate directory (for example,
	3 Open the file in the appropriate directory (for example,





	Monitoring disk usage
	Monitoring disk usage
	Regularly monitor tablespaces to ensure that they do not run out of disk space. When archive logs...
	Regularly monitor tablespaces to ensure that they do not run out of disk space. When archive logs...

	For login instructions, see
	At the Oracle Enterprise Manager
	At the Oracle Enterprise Manager
	At the Oracle Enterprise Manager
	1 Login to the OEM Console as
	1 Login to the OEM Console as

	2 Select the
	2 Select the
	A list of tablespaces and data files present in the system displays.

	3 Select each tablespace to determine its size, where it is stored, and how much space is available.
	3 Select each tablespace to determine its size, where it is stored, and how much space is available.

	Note:�� In the unlikely event that a tablespace should become full, contact your next level of su...
	Note:�� In the unlikely event that a tablespace should become full, contact your next level of su...




	Reports
	Reports
	You can generate reports about configuration, current status, events, and backup jobs from the OE...
	You can generate reports about configuration, current status, events, and backup jobs from the OE...

	Generating reports
	Generating reports
	For login instructions, see
	From the OEM Console
	From the OEM Console
	From the OEM Console
	1 Select the
	1 Select the
	The
	<GRAPHIC>
	<GRAPHIC>


	2 Double-click the name of the report you want to view to open it.
	2 Double-click the name of the report you want to view to open it.
	The
	<GRAPHIC>
	<GRAPHIC>


	3 Select
	3 Select

	4 Select the appropriate database from the
	4 Select the appropriate database from the

	5 Click
	5 Click
	The chosen report is displayed in the default web browser.
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	Recommended reports
	Recommended reports
	It is recommended that the operator generate the following reports regularly.
	It is recommended that the operator generate the following reports regularly.
	<TABLE>
	Table�5�� Performance management task flows
	<TABLE HEADING>
	<TABLE ROW>
	Report Title
	Category
	Description


	<TABLE BODY>
	<TABLE ROW>
	Replication
	Configuration
	Shows detailed configuration and statistics of a replicated system

	<TABLE ROW>
	Storage – Configuration
	Configuration
	Displays status and size of all storage objects

	<TABLE ROW>
	Database Object Space Usage
	Current Status
	Shows space usage reports for database objects

	<TABLE ROW>
	Disk space used by tables
	Current Status
	Shows disk space used by tables

	<TABLE ROW>
	Instance
	Current Status
	Displays instance statistics and process state

	<TABLE ROW>
	Outstanding Alerts Sorted by Target
	Events
	Displays details, sorted by target name, on all outstanding alerts with status of critical, warni...

	<TABLE ROW>
	Failed Jobs from Last 7 Days
	Jobs
	Lists all jobs that failed in the last 7 days

	<TABLE ROW>
	Average Execution Time per Job
	Jobs
	Shows information on execution times for jobs completed against a target

	<TABLE ROW>
	Registered Events Sorted by Target
	Event
	Provides information, sorted by target, for all registered events







	The Oracle Monitor component
	The Oracle Monitor component
	On the System Management Console, the Oracle Monitor component provides reporting information abo...
	On the System Management Console, the Oracle Monitor component provides reporting information abo...
	• the
	• the
	• the

	• the
	• the

	• the
	• the

	• Oracle Listeners
	• Oracle Listeners
	• Oracle Listeners




	Depending on the information collected, a log, alarm or OM can be generated.
	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	ATTENTION
	The Oracle Monitor component does not monitor the Database Module in real time. For details about...




	Information regarding the Oracle Monitor component appears in the
	Information regarding the Oracle Monitor component appears in the
	Note:�� The name of the Oracle Monitor component is customer configurable and may appear differen...
	Note:�� The name of the Oracle Monitor component is customer configurable and may appear differen...

	Figure�4�� Oracle Monitor: General Information Area (GIA) pane
	Figure�4�� Oracle Monitor: General Information Area (GIA) pane
	<GRAPHIC>


	The
	The
	Figure�5�� Oracle Monitor: GIA Alarms tab pane
	Figure�5�� Oracle Monitor: GIA Alarms tab pane
	<GRAPHIC>




	Configuration management
	Configuration management
	Strategy
	Strategy
	Nortel Networks performs initial configuration of the Oracle Replication Server and Oracle Enterp...
	This chapter documents configuration tasks that can be performed after initial installation.

	Tasks
	Tasks
	Table�6
	Table�6
	Table�6

	<TABLE>
	Table�6�� Configuration management tasks
	<TABLE HEADING>
	<TABLE ROW>
	Topic
	Subtopic
	Procedure


	<TABLE BODY>
	<TABLE ROW>
	Login
	Oracle Enterprise Manager Console
	“Logging in to the OEM Console” on page�45
	“Logging in to the OEM Console” on page�45


	<TABLE ROW>
	Configuration
	Email notifications
	“Configuring the sysman user in OEM to receive email notifications” on page�49
	“Configuring the sysman user in OEM to receive email notifications” on page�49


	<TABLE ROW>
	Read-only user
	“Configuring a database observer account from the OEM Console” on page�56
	“Configuring a database observer account from the OEM Console” on page�56


	<TABLE ROW>
	System Management Console
	“Application database connection configuration” on page�57
	“Application database connection configuration” on page�57






	Tools and utilities
	Tools and utilities
	Use the following tools for Database Module configuration:
	Use the following tools for Database Module configuration:
	• System Management Console: Launches the OEM Console and Oracle Monitoring Application. Provides...
	• System Management Console: Launches the OEM Console and Oracle Monitoring Application. Provides...
	• System Management Console: Launches the OEM Console and Oracle Monitoring Application. Provides...
	• System Management Console: Launches the OEM Console and Oracle Monitoring Application. Provides...


	• Oracle Enterprise Manager (OEM) Console: Used by the database administrator for backup and reco...
	• Oracle Enterprise Manager (OEM) Console: Used by the database administrator for backup and reco...
	• Oracle Enterprise Manager (OEM) Console: Used by the database administrator for backup and reco...

	For details, see




	OEM Console login
	OEM Console login
	This section explains how to login to the OEM Console from the System Management Console.
	This section explains how to login to the OEM Console from the System Management Console.

	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	ATTENTION
	Only database administrators and system administrators have access to the Database Administration...




	Logging in to the OEM Console
	Logging in to the OEM Console
	Login to the OEM Console from the System Management Console or from a web browser on a server wit...
	From the System Management Console
	From the System Management Console
	From the System Management Console
	1 Navigate to the Database Module as shown in the following figure:
	1 Navigate to the Database Module as shown in the following figure:
	<GRAPHIC>
	<GRAPHIC>


	2 Right-click the
	2 Right-click the
	The

	3 Enter the
	3 Enter the
	The
	a Bookmark the OEM Console URL for future use from any system within the network.
	a Bookmark the OEM Console URL for future use from any system within the network.
	<GRAPHIC>
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	4 In the
	4 In the
	The
	Figure�6�� Oracle Enterprise Manager Console login window
	Figure�6�� Oracle Enterprise Manager Console login window
	<GRAPHIC>


	5 Enter the
	5 Enter the
	Figure�7�� Oracle Enterprise Manager Console
	Figure�7�� Oracle Enterprise Manager Console
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	Configuration tasks
	Configuration tasks
	This section includes the following procedures:
	This section includes the following procedures:
	• “Configuring the sysman user in OEM to receive email notifications” on page�49
	• “Configuring the sysman user in OEM to receive email notifications” on page�49
	• “Configuring the sysman user in OEM to receive email notifications” on page�49
	• “Configuring the sysman user in OEM to receive email notifications” on page�49


	• “Configuring a database observer account from the OEM Console” on page�56
	• “Configuring a database observer account from the OEM Console” on page�56
	• “Configuring a database observer account from the OEM Console” on page�56




	Configuring the sysman user in OEM to receive email notifications
	Configuring the sysman user in OEM to receive email notifications
	Use the following procedure to configure the sysman user in OEM to receive email notifications ab...
	Use the following procedure to configure the sysman user in OEM to receive email notifications ab...

	Administrative rights are configured and user names, passwords, server names and IP addresses are...
	From the System Management Console
	From the System Management Console
	From the System Management Console
	1 Launch the
	1 Launch the
	The

	2 Login as
	2 Login as
	The

	3 From the
	3 From the
	The
	<GRAPHIC>
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	4 Type in the
	4 Type in the

	5 From the
	5 From the
	The
	Figure�8�� Manage Administrator Accounts window
	Figure�8�� Manage Administrator Accounts window
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	6 Select
	6 Select
	The
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	7 Select the
	7 Select the

	8 Type in the
	8 Type in the
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	This step sends a test email to the receiver.

	9 Do either of the following:
	9 Do either of the following:
	If the email arrives at the specified address, proceed to the next step.
	If the email is not sent and an error message results, check with your administrator to obtain a ...

	10 Select the
	10 Select the
	The
	<GRAPHIC>
	<GRAPHIC>


	11 Click the
	11 Click the
	Click the top left-hand cell of the grid and drag the mouse pointer to the bottom right-hand cell.

	12 Select the
	12 Select the
	The
	<GRAPHIC>
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	13 Select the
	13 Select the
	The
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	14 Under
	14 Under

	15 Enter the correct
	15 Enter the correct




	Configuring a database observer account from the OEM Console
	Configuring a database observer account from the OEM Console
	The following procedure explains how to set up observer accounts from the OEM Console for the Dat...
	The following procedure explains how to set up observer accounts from the OEM Console for the Dat...

	From the System Management Console
	From the System Management Console
	From the System Management Console
	1 Launch the
	1 Launch the
	The

	2 Login as
	2 Login as
	The

	3 From the
	3 From the
	The

	4 Select
	4 Select
	The
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	5 Enter a
	5 Enter a





	Application database connection configuration
	Application database connection configuration
	The following applications have a service called Database, DB_Factory, or Database Base where the...
	The following applications have a service called Database, DB_Factory, or Database Base where the...
	• Oracle Monitor
	• Oracle Monitor
	• Oracle Monitor

	• IP Client Manager
	• IP Client Manager

	• SIP Application Module
	• SIP Application Module

	• Management Module
	• Management Module

	• Provisioning Module
	• Provisioning Module

	• SIP Web Client Manager
	• SIP Web Client Manager

	• SIP Audio Server (connects only during initialization)
	• SIP Audio Server (connects only during initialization)



	For details about configuring application connections to the Database Module, see the related com...
	For details about configuring application connections to the Database Module, see the related com...
	<TABLE>
	Table�7�� Application database configuration properties�
	<TABLE HEADING>
	<TABLE ROW>
	Property name
	Format
	Description


	<TABLE BODY>
	<TABLE ROW>
	Primary Host
	Type: String
	Designates the IP address of the primary database

	<TABLE ROW>
	Secondary Host
	Type: String
	Designates the IP address of the secondary database

	<TABLE ROW>
	Connections
	Type: Integer
	Displays the maximum number of connections the selected application has to the database





	Querying or modifying Oracle Monitor configuration properties
	Querying or modifying Oracle Monitor configuration properties
	The System Management Console displays administrative and operational states, as well as snapshot...
	From the System Management Console
	From the System Management Console
	From the System Management Console
	1 Open the
	1 Open the
	Information displays in the

	2 To query the configuration properties of a
	2 To query the configuration properties of a
	The

	3 To modify the configuration properties of a
	3 To modify the configuration properties of a
	a Right-click the root level
	a Right-click the root level

	b A confirmation dialog box prompts you to confirm that you want to lock the
	b A confirmation dialog box prompts you to confirm that you want to lock the
	Note:�� Locking the
	Note:�� Locking the


	c Right-click the root level
	c Right-click the root level

	d Modify the properties as required and click
	d Modify the properties as required and click




	IMS Main and Backup Database tabs
	IMS Main and Backup Database tabs
	The following figures show the fields available for query or modification from the
	The following figures show the fields available for query or modification from the
	<GRAPHIC>
	<GRAPHIC>

	<GRAPHIC>
	<GRAPHIC>



	Database Base tab
	Database Base tab
	The following figure shows the fields available for query or modification from the
	The following figure shows the fields available for query or modification from the
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	Oracle Server tab
	Oracle Server tab
	The following figure shows the fields available for query or modification from the
	The following figure shows the fields available for query or modification from the
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	Oracle Listener tab
	Oracle Listener tab
	The following figure shows the fields available for query or modification from the
	The following figure shows the fields available for query or modification from the
	<GRAPHIC>
	<GRAPHIC>





	Accounting management
	Accounting management
	Strategy
	Strategy
	Some information stored in the database is propagated to the Accounting Module. For details, see


	Performance management
	Performance management
	Strategy
	Strategy
	Database logs, alarms, and operational measurements are displayed in the System Management Consol...


	Security and Administration
	Security and Administration
	How this chapter is organized
	How this chapter is organized
	This chapter is organized as follows:
	This chapter is organized as follows:
	• “Security” on page�69
	• “Security” on page�69
	• “Security” on page�69
	• “Security” on page�69


	• “Administration” on page�70
	• “Administration” on page�70
	• “Administration” on page�70




	The security and administration procedures are performed primarily through the System Management ...

	Security
	Security
	The Database Module uses Oracle database technology to ensure confidentiality, integrity, and ava...
	The Database Module uses Oracle database technology to ensure confidentiality, integrity, and ava...

	Basic administrative roles and corresponding privileges are assigned, and user roles and password...
	Table�8
	Table�8
	Table�8

	<TABLE>
	Table�8�� Database Module administrator and user roles
	<TABLE HEADING>
	<TABLE ROW>
	User
	Description


	<TABLE BODY>
	<TABLE ROW>
	oracle
	oracle

	Runs command line scripts and telnet sessions

	<TABLE ROW>
	sysman
	sysman

	Manages administration on the Oracle Enterprise Manager console

	<TABLE ROW>
	root
	root

	Superuser account on Sun servers




	For Database Module login and user configuration procedures, see
	For more information about network and Database Module security, see
	For more information about network and Database Module security, see


	Administration
	Administration
	Database Module administration consists of backup, recovery, resynchronization, and optimization.
	Replication objects are grouped together to form a replication group. Administration of the Datab...
	Tasks
	Tasks
	Table�9
	Table�9
	Table�9

	<TABLE>
	Table�9�� Administration tasks
	<TABLE HEADING>
	<TABLE ROW>
	Topic
	Subtopic
	Procedure


	<TABLE BODY>
	<TABLE ROW>
	“Database backups”
	“Database backups”

	Parameter files
	“Backing up parameter files” on page�73
	“Backing up parameter files” on page�73


	<TABLE ROW>
	“Oracle Enterprise Manager backups”
	“Oracle Enterprise Manager backups”

	“Backup job setup” on page�74
	“Backup job setup” on page�74


	<TABLE ROW>
	New backup jobs
	“Creating a backup job” on page�75
	“Creating a backup job” on page�75


	<TABLE ROW>
	Existing backup jobs
	“Modifying a scheduled backup job” on page�82
	“Modifying a scheduled backup job” on page�82


	<TABLE ROW>
	“Database recovery”
	“Database recovery”

	Export
	“Restoring exported backup files” on page�85
	“Restoring exported backup files” on page�85


	<TABLE ROW>
	RMAN
	“Restoring RMAN backup files” on page�86
	“Restoring RMAN backup files” on page�86


	<TABLE ROW>
	Control files
	“Restoring control files” on page�88
	“Restoring control files” on page�88


	<TABLE ROW>
	Replication
	Errors
	“Resolving replication errors” on page�89
	“Resolving replication errors” on page�89


	<TABLE ROW>
	Resynchronization
	“Resynchronizing databases” on page�93
	“Resynchronizing databases” on page�93


	<TABLE ROW>
	Disk space management
	Database disk usage
	“Optimizing database disk usage” on page�94
	“Optimizing database disk usage” on page�94






	Tools and utilities
	Tools and utilities
	The Database Module uses the following administrative tools:
	The Database Module uses the following administrative tools:
	• Oracle Enterprise Manager (OEM) Console: Used by the database administrator for backup and reco...
	• Oracle Enterprise Manager (OEM) Console: Used by the database administrator for backup and reco...
	• Oracle Enterprise Manager (OEM) Console: Used by the database administrator for backup and reco...
	For details, see

	• Recovery Manager (RMAN), an Oracle tool used to automate backup and restore with archive logs t...
	• Recovery Manager (RMAN), an Oracle tool used to automate backup and restore with archive logs t...




	Database backups
	Database backups
	In addition to the redundancy provided by Oracle replication, the OEM Console supports scheduling...
	In addition to the redundancy provided by Oracle replication, the OEM Console supports scheduling...

	The following two types of backups are supported in the Database Module:
	The following two types of backups are supported in the Database Module:
	• Backup and restore using export and import of data OR
	• Backup and restore using export and import of data OR
	• Backup and restore using export and import of data OR

	• Backup and restore using Recovery Manager (RMAN)
	• Backup and restore using Recovery Manager (RMAN)



	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	CAUTION
	Using Recovery Manager (RMAN), archive logs can fill up available disk space if backups are not d...
	It is recommended that the Export/Import method be used to backup and restore data.




	Table�10
	Table�10
	Table�10

	<TABLE>
	Table�10�� Comparing backup and recovery methods
	<TABLE HEADING>
	<TABLE ROW>
	Export/Import method
	RMAN method


	<TABLE BODY>
	<TABLE ROW>
	Simple to perform
	More functionality but more complicated to perform

	<TABLE ROW>
	No archive logs
	Archive logs could fill up disk space if regular backups are not scheduled

	<TABLE ROW>
	Incremental backups are not available
	Incremental backups are available

	<TABLE ROW>
	Point-in-time recovery is not available. During recovery, data written between the last backup an...
	Point-in-time recovery is available. During recovery, data written between the last backup and th...

	<TABLE ROW>
	Backups are performed on one database
	Backups must be performed on both databases at the same time

	<TABLE ROW>
	Individual data files cannot be recovered
	Individual data files can be recovered

	<TABLE ROW>
	Longer recovery time
	Shorter recovery time




	Backups should be scheduled during off-peak hours. The default time is 2:00 a.m.
	If a backup fails, the log files display the probable cause of the failure and any available expl...
	If a backup fails, the log files display the probable cause of the failure and any available expl...

	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	CAUTION
	To avoid risk of data loss, always backup data to external media and use consistent and regular b...




	This section contains the following backup procedures:
	This section contains the following backup procedures:
	• “Backing up parameter files” on page�73
	• “Backing up parameter files” on page�73
	• “Backing up parameter files” on page�73
	• “Backing up parameter files” on page�73


	• “Backup job setup” on page�74
	• “Backup job setup” on page�74
	• “Backup job setup” on page�74


	• “Modifying a scheduled backup job” on page�82
	• “Modifying a scheduled backup job” on page�82
	• “Modifying a scheduled backup job” on page�82




	Oracle Enterprise Manager backups
	Oracle Enterprise Manager backups
	Use the procedures listed in this section to schedule backups. This section explains the generic ...
	Similar methods are used to schedule any kind of backup job, the only difference being the script...

	Backing up parameter files
	Backing up parameter files
	The following procedure is necessary to backup database parameter files on the primary and second...
	The following procedure is necessary to backup database parameter files on the primary and second...
	Note:�� Execution of this backup procedure is required only when the version of the Oracle databa...
	Note:�� Execution of this backup procedure is required only when the version of the Oracle databa...


	At the primary database server command line
	At the primary database server command line
	At the primary database server command line
	1 Backup the
	1 Backup the

	2 Backup the
	2 Backup the

	3 Backup the
	3 Backup the

	4 Backup the
	4 Backup the

	5 Repeat this procedure on the secondary database server.
	5 Repeat this procedure on the secondary database server.




	Backup job setup
	Backup job setup
	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	CAUTION
	Only trained personnel should perform the following task.




	Use the following backup procedure to set up daily backup jobs.
	Use the following backup procedure to set up daily backup jobs.
	Note:�� This procedure is only needed when scheduling
	Note:�� This procedure is only needed when scheduling


	At the primary database server command line
	At the primary database server command line
	At the primary database server command line
	1 Login to the database server as
	1 Login to the database server as

	2 Execute the following commands:
	2 Execute the following commands:
	cd /IMS/imssipdb/data/db_schema
	cd /IMS/imssipdb/data/db_schema
	/backup
	configure_backup.sh <db_type>

	Note:�� db_type can be PRIMARY or SECONDARY.
	Note:�� db_type can be PRIMARY or SECONDARY.


	3 Repeat this procedure on the secondary database server.
	3 Repeat this procedure on the secondary database server.



	For login instructions, see

	Creating a backup job
	Creating a backup job
	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	CAUTION
	Only trained personnel should perform the following task.




	Set general backup properties
	Set general backup properties
	Set general backup properties
	1 From the
	1 From the
	The
	<GRAPHIC>
	<GRAPHIC>


	2 From the
	2 From the
	The
	<GRAPHIC>
	<GRAPHIC>


	3 In the
	3 In the
	<TABLE>
	<TABLE HEADING>
	<TABLE ROW>
	Backup type
	Frequency


	<TABLE BODY>
	<TABLE ROW>
	Export
	Export

	<weekday>

	<TABLE ROW>
	Note:�� The Export backup method is recommended. See “Database backups” on page�71
	Note:�� The
	Note:�� The



	<TABLE ROW>
	Alternatively, use the following backup methods:

	<TABLE ROW>
	Level 1
	Level 1

	level_1_backup

	<TABLE ROW>
	Level 0
	Level 0

	level_0_backup




	4 Under
	4 Under

	5 In the
	5 In the
	The selected target node moves into the
	<GRAPHIC>
	<GRAPHIC>



	Set backup task properties
	Set backup task properties
	6 Click the
	6 Click the
	The
	<GRAPHIC>
	<GRAPHIC>


	7 Select
	7 Select
	The


	Define backup parameters
	Define backup parameters
	8 Click the
	8 Click the
	The
	<GRAPHIC>
	<GRAPHIC>


	9 In the
	9 In the
	<TABLE>
	<TABLE HEADING>
	<TABLE ROW>
	If
	If

	Do
	Do



	<TABLE BODY>
	<TABLE ROW>
	Perform an Import/Export backup (recommended--see “Database backups” on page�71)
	Enter the following command: /IMS/imssipdb/data/db_schema/ backup/export_imsdb1.sh

	<TABLE ROW>
	Perform an RMAN full (level 0) backup
	Enter the following command: /IMS/imssipdb/data/db_schema/ backup/level_0_backup.sh

	<TABLE ROW>
	Perform an RMAN incremental (level 1) backup
	Enter the following command: /IMS/imssipdb/data/db_schema/ backup/level_1_backup.sh




	10 In the
	10 In the
	<TABLE>
	<TABLE HEADING>
	<TABLE ROW>
	If
	If

	Do
	Do



	<TABLE BODY>
	<TABLE ROW>
	Perform an Import/Export backup (recommended--see “Database backups” on page�71)
	Use the following argument format: <db_type> <name_of_backup> <media_type>

	<TABLE ROW>
	Perform an RMAN full (level 0) backup
	Use the following argument format: <db_type> <media_type>

	<TABLE ROW>
	Perform an RMAN incremental (level 1) backup
	Use the following argument format: <db_type> <media_type>





	Schedule backup frequency
	Schedule backup frequency
	11 Click the
	11 Click the
	The
	<GRAPHIC>
	<GRAPHIC>


	12 Do one of the following:
	12 Do one of the following:
	Note:�� The
	Note:�� The

	<TABLE>
	<TABLE HEADING>
	<TABLE ROW>
	If
	If

	Do
	Do



	<TABLE BODY>
	<TABLE ROW>
	Export backups
	a. Select On Day of Week. b. Select the day of the week on which the backup should run. Note: An ...

	<TABLE ROW>
	Full (level 0) RMAN backups
	Select the lowest-traffic weekday (such as Sunday).

	<TABLE ROW>
	Incremental (level 1) RMAN backups
	Select On Day of Week. Select the other weekdays (such as Monday through Saturday)



	Note:�� For
	Note:�� For


	13 Choose a default start time during off-peak hours. The default time is 2:00 a.m.
	13 Choose a default start time during off-peak hours. The default time is 2:00 a.m.


	Set backup notifications
	Set backup notifications
	14 Click the
	14 Click the
	The
	<GRAPHIC>
	<GRAPHIC>


	15 Make sure the
	15 Make sure the


	Submit and add the backup job to the library
	Submit and add the backup job to the library
	16 Once all of the above steps are completed, do the following:
	16 Once all of the above steps are completed, do the following:
	a Select the
	a Select the

	b Click the
	b Click the
	The


	17 For
	17 For
	<TABLE>
	<TABLE HEADING>
	<TABLE ROW>
	If
	If

	Do
	Do



	<TABLE BODY>
	<TABLE ROW>
	You first set up RMAN backups on the primary database
	Backup the secondary database

	<TABLE ROW>
	You first set up RMAN backups on the secondary database
	Backup the primary database







	Modifying a scheduled backup job
	Modifying a scheduled backup job
	Use the following procedure to modify scheduled backup jobs from the OEM Console.
	Use the following procedure to modify scheduled backup jobs from the OEM Console.

	For login instructions, see
	From the OEM Console
	From the OEM Console
	From the OEM Console
	1 From the
	1 From the
	<GRAPHIC>
	<GRAPHIC>

	The

	2 On the
	2 On the

	3 Double-click the job name to display its properties.
	3 Double-click the job name to display its properties.
	The
	<GRAPHIC>
	<GRAPHIC>


	4 Click any tab in the
	4 Click any tab in the
	Note:�� For details about appropriate backup job properties, see
	Note:�� For details about appropriate backup job properties, see


	5 Select
	5 Select

	6 Click
	6 Click





	Database recovery
	Database recovery
	This section contains the following recovery procedures:
	This section contains the following recovery procedures:
	• Restoring exported backup files
	• Restoring exported backup files
	• Restoring exported backup files

	• Restoring RMAN backup files
	• Restoring RMAN backup files

	• Restoring control files
	• Restoring control files



	Restoring exported backup files
	Restoring exported backup files
	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	CAUTION
	Only trained personnel should perform the following task.




	Use the following procedure to restore other files.
	Use the following procedure to restore other files.
	Note:�� Stop all IMS applications before performing this procedure.
	Note:�� Stop all IMS applications before performing this procedure.


	On the primary database server
	On the primary database server
	On the primary database server
	1 Shut down both the primary and secondary databases as follows:
	1 Shut down both the primary and secondary databases as follows:
	a Login as
	a Login as

	b Execute the following commands:
	b Execute the following commands:
	cd /etc/init.d
	cd /etc/init.d

	./dbora stop
	./dbora stop


	c Repeat the previous step on the secondary database server.
	c Repeat the previous step on the secondary database server.


	2 Set up a clean database as follows:
	2 Set up a clean database as follows:
	a Login as
	a Login as

	b Execute the following commands:
	b Execute the following commands:
	rm /IMS/oradata/imsdb1/*.*
	rm /IMS/oradata/imsdb1/*.*

	cd /IMS/oradata/restore
	cd /IMS/oradata/restore

	uncompress -c emptyimsdb1.tar.Z | tar xvf -
	uncompress -c emptyimsdb1.tar.Z | tar xvf -

	cd /IMS/oradata/imsdb1
	cd /IMS/oradata/imsdb1

	cp control02.ctl /opt/app/oracle/oradata/imsdb1/control01.ctl
	cp control02.ctl /var/opt/oracle/imsdb1/control03.ctl

	c Repeat the previous step on the secondary database server.
	c Repeat the previous step on the secondary database server.


	3 Start up the primary database as follows:
	3 Start up the primary database as follows:
	a Login as
	a Login as

	b Execute the following commands:
	b Execute the following commands:
	cd /etc/init.d
	cd /etc/init.d

	./dbora start
	./dbora start


	c Repeat the previous step on the secondary database server.
	c Repeat the previous step on the secondary database server.


	4 Restore the primary database server as follows:
	4 Restore the primary database server as follows:
	a Login to the primary database server
	a Login to the primary database server

	b Execute the following commands:
	b Execute the following commands:
	cd /IMS/imssipdb/data/db_schema/backup
	cd /IMS/imssipdb/data/db_schema/backup

	import_imsdb1.sh PRIMARY <name of backup> <media_type>
	import_imsdb1.sh PRIMARY <name of backup> <media_type>

	where name of backup is the name of the backup file and media type can be a DISK or TAPE where th...


	5 Reset replication between the primary and secondary databases as follows:
	5 Reset replication between the primary and secondary databases as follows:
	a Login to primary database server
	a Login to primary database server

	b Execute the following commands:
	b Execute the following commands:
	cd /IMS/imssipdb/data/db_schema
	cd /IMS/imssipdb/data/db_schema

	single_to_rep_db.sh
	single_to_rep_db.sh

	The




	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	ATTENTION
	If you use the Import/Export backup and recovery method you can restore the databases by importin...





	Restoring
	Restoring
	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	CAUTION
	Only trained personnel should perform the following task.




	On the database server with the damaged files
	On the database server with the damaged files
	On the database server with the damaged files
	1 Login as
	1 Login as

	2 To perform the recovery procedure listed in column 1, execute the commands in column 2.
	2 To perform the recovery procedure listed in column 1, execute the commands in column 2.
	Note:�� db_type can be PRIMARY or SECONDARY and media_type can be DISK or TAPE.
	Note:�� db_type can be PRIMARY or SECONDARY and media_type can be DISK or TAPE.

	<TABLE>
	<TABLE HEADING>
	<TABLE ROW>
	If
	If

	Do
	Do



	<TABLE BODY>
	<TABLE ROW>
	Restore control files from a backup copy
	cd /IMS/imssipdb/data/db_schema/util stop_imsdb abort cp /var/opt/oracle/imsdb1/control03.ctl /IM...
	cd /IMS/imssipdb/data/db_schema/util
	stop_imsdb abort
	cp /var/opt/oracle/imsdb1/control03.ctl
	/IMS/oradata/imsdb1/control01.ctl
	cp /var/opt/oracle/imsdb1/control03.ctl /opt/app/oracle/oradata/imsdb1/control02.ctl
	cd db_schema/util start_imsdb


	<TABLE ROW>
	Restore control files from disk or tape backups
	restore_control_files.sh <db_type> <media_type> /IMS/oradata/imsdb1/control01.ctl
	restore_control_files.sh <db_type> <media_type>
	/IMS/oradata/imsdb1/control01.ctl


	<TABLE ROW>
	Restore the system datafile to another directory partition
	restore_sys_undo_datafile.sh <db_type> <media_type> /IMS/oradata/imsdb1/system01.dbf /IMS/oradata...
	restore_sys_undo_datafile.sh <db_type> <media_type>
	/IMS/oradata/imsdb1/system01.dbf
	/IMS/oradata/imsdb1/system02.dbf


	<TABLE ROW>
	Restore the undo tablespace data file to the current directory
	restore_sys_undo_datafile.sh <db_type> <media_type> /IMS/oradata/imsdb1/undotbs01.dbf
	restore_sys_undo_datafile.sh <db_type> <media_type>
	/IMS/oradata/imsdb1/undotbs01.dbf
	/IMS/oradata/imsdb1/undotbs01.dbf



	<TABLE ROW>
	Restore the undo tablespace data file to a different directory
	restore_sys_undo_datafile.sh <db_type> <media_type> /IMS/oradata/imsdb1/undotbs01.dbf /IMS/oradat...
	restore_sys_undo_datafile.sh <db_type> <media_type>
	/IMS/oradata/imsdb1/undotbs01.dbf
	/IMS/oradata/imsdb1/undotbs02.dbf


	<TABLE ROW>
	Restore the IMS_DATA tablespace datafile to the same directory
	restore_datafile.sh <db_type> <media_type> /IMS/oradata/imsdb1/ims_data.dbf
	restore_datafile.sh <db_type> <media_type>
	/IMS/oradata/imsdb1/ims_data.dbf


	<TABLE ROW>
	Restore the IMS_DATA tablespace datafile to a different directory partition
	restore_datafile.sh <db_type> <media_type> /IMS/oradata/imsdb1/ims_data.dbf /IMS/oradata/imsdb1/i...
	restore_datafile.sh <db_type> <media_type>
	/IMS/oradata/imsdb1/ims_data.dbf
	/IMS/oradata/imsdb1/ims_data1.dbf


	<TABLE ROW>
	Restore data files and temp tablespace
	restore_temp_datafile.sh <db_type>
	restore_temp_datafile.sh <db_type>


	<TABLE ROW>
	Restore an entire database from backup
	restore_database.sh <db_type> <media_type> restore_temp_datafile.sh <db_type>
	restore_database.sh <db_type> <media_type>
	restore_temp_datafile.sh <db_type>


	<TABLE ROW>
	Point in Time Recovery
	1. Execute the following command: cd /IMS/imssipdb/data/db_schema/backup incomplete_restore.sh <d...







	Restoring control files
	Restoring control files
	Use the following procedure to restore control files.
	Use the following procedure to restore control files.
	Note:�� Stop all IMS applications before performing this procedure.
	Note:�� Stop all IMS applications before performing this procedure.
	The examples used in this procedure assume


	On the database server containing the damaged files
	On the database server containing the damaged files
	On the database server containing the damaged files
	1 Login as
	1 Login as

	2 Change to the directory containing the
	2 Change to the directory containing the
	cd /opt/app/oracle/admin/imsdb1/pfile
	cd /opt/app/oracle/admin/imsdb1/pfile


	3 Open the
	3 Open the

	4 Replace the following lines:
	4 Replace the following lines:
	control_files=("/IMS/oradata/imsdb1/control01.ctl",
	control_files=("/IMS/oradata/imsdb1/control01.ctl",

	/opt/app/oracle/oradata/imsdb1/ control02.ctl",
	/opt/app/oracle/oradata/imsdb1/ control02.ctl",

	"/var/opt/oracle/imsdb1/control03.ctl")
	"/var/opt/oracle/imsdb1/control03.ctl")

	with these lines:
	control_files=("/backup/orabackup/imsdb1/control01.ctl",
	control_files=("/backup/orabackup/imsdb1/control01.ctl",

	/opt/app/oracle/oradata/imsdb1/control02.ctl",
	/opt/app/oracle/oradata/imsdb1/control02.ctl",

	"/backup/orabackup/imsdb1/control03.ctl")
	"/backup/orabackup/imsdb1/control03.ctl")


	5 Copy the
	5 Copy the
	cp /opt/app/oracle/oradata /imsdb1/control02.ctl
	cp /opt/app/oracle/oradata /imsdb1/control02.ctl
	/backup/orabackup /imsdb1/control03.ctl

	cp /opt/app/oracle/oradata /imsdb1/control02.ctl /backup/orabackup /imsdb1/control01.ctl
	cp /opt/app/oracle/oradata /imsdb1/control02.ctl /backup/orabackup /imsdb1/control01.ctl


	6 Login to the primary database as
	6 Login to the primary database as

	7 Restart the database as follows:
	7 Restart the database as follows:
	cd /IMS/imssipdb/data/db_schema/util
	cd /IMS/imssipdb/data/db_schema/util

	stop_imsdb abort
	stop_imsdb abort

	start_imsdb
	start_imsdb






	Manage replication transaction errors
	Manage replication transaction errors
	Replication transaction errors may result from lack of available disk space or errors in the appl...
	Replication transaction errors may result from lack of available disk space or errors in the appl...

	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	ATTENTION
	Nortel Networks recommends that you monitor error transactions once every 12 hours from the OEM C...




	Resolving replication errors
	Resolving replication errors
	If a replication error transaction occurs, use this procedure to resolve the conflicts.
	For login instructions, see
	From the OEM Console
	From the OEM Console
	From the OEM Console
	1 Login as
	1 Login as

	2 From the
	2 From the
	<GRAPHIC>
	<GRAPHIC>


	3 Select
	3 Select
	The
	<GRAPHIC>
	<GRAPHIC>


	4 Click the
	4 Click the
	The
	<GRAPHIC>
	<GRAPHIC>


	5 Click
	5 Click
	<TABLE>
	<TABLE HEADING>
	<TABLE ROW>
	If
	If

	Do
	Do



	<TABLE BODY>
	<TABLE ROW>
	The cause of the error is due to constraints on registration table (REGDEST)
	The error can be safely deleted.

	<TABLE ROW>
	The cause of the error is NOT due to constraints on registration table (REGDEST)
	Contact your next level of support for assistance.








	Resynchronization
	Resynchronization
	As explained in
	As explained in

	Resynchronizing databases
	Resynchronizing databases
	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	CAUTION
	Resynchronizing databases is a lengthy process. Allow 1-2 hours to complete the operation.
	Only trained personnel should perform the following task.




	In the unlikely event that changes to the primary database are not propagated to the secondary da...
	In a telnet window
	In a telnet window
	In a telnet window
	1 Login to the primary database as
	1 Login to the primary database as

	2 Do the following:
	2 Do the following:
	cd /IMS/imssipdb/data/db_schema
	cd /IMS/imssipdb/data/db_schema
	resync_rep_db.sh


	Note:�� This command removes all application-related information from the secondary database and ...
	Note:�� This command removes all application-related information from the secondary database and ...





	Disk space management
	Disk space management
	Oracle uses indexes to quickly access frequently used data. However, when records in a table are ...
	Over time, the indexes of frequently added and deleted tables increase in size, even though the n...
	The following procedure drops and recreates all the indexes in a database. It also deallocates an...
	Optimizing database disk usage
	Optimizing database disk usage
	<TABLE>
	<TABLE BODY>
	<TABLE ROW>
	CAUTION
	Only trained personnel should perform the following task.




	In a telnet window
	In a telnet window
	In a telnet window
	1 Login to the primary database as
	1 Login to the primary database as

	2 Navigate to the directory containing the optimization script as follows:
	2 Navigate to the directory containing the optimization script as follows:
	cd /IMS/imssipdb/data/db_schema/util
	cd /IMS/imssipdb/data/db_schema/util


	3 Run the optimization script by executing the following command:
	3 Run the optimization script by executing the following command:
	optimize_dbspace.sh <db_type>
	optimize_dbspace.sh <db_type>

	Note:�� db_type
	Note:�� db_type
	Note:�� db_type
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